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DEVELOPMENT OF DOMAIN THESAURUS AS A SET
OF ONTOLOGY CONCEPTS WITH USE
OF SEMANTIC SIMILARITY AND ELEMENTS
OF COMBINATORIAL OPTIMIZATION

We consider use of ontological background knowledge in intelligent information systems and analyze di-
rections of their reduction in compliance with specifics of particular user task. Such reduction is aimed at
simplification of knowledge processing without loss of significant information. We propose methods of
generation of task thesauri based on domain ontology that contain such subset of ontological concepts and
relations that can be used in task solving. Combinatorial optimization is used for minimization of task the-
saurus. In this approach, semantic similarity estimates are used for determination of concept significance for
user task. Some practical examples of optimized thesauri application for semantic retrieval and competence
analysis demonstrate efficiency of proposed approach.
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Introduction

A lot of intelligent applications need in
background knowledge about domain. Model-
ing of domain is often realized by ontologies.
But processing of unconditioned ontologies is a
complex and hard problem. For many tasks it is
reasonable and acceptable to use various sim-
plified domain models, for example, thesaurus
of domain that is based on domain ontology but
contains the lesser part of domain terms and
does not contain relations between them.

Every concept of domain ontology is
characterized by properties, relations with other
concepts and individuals and other character-
istics. We propose to define some initial subset
of ontology concepts and then define such other
concepts of this ontology that are semantically
similar to concepts from initial subset in context
of user task. This extended set of terms can be
considered as a domain thesaurus and be used
for user task solving. We propose to use combi-
natorial optimization methods (particularly the
knapsack task) for development of the optimized
domain thesaurus that has minimum quantity of
concepts but covers all task-specific needs.

Thesaurus and ontologies
as means of domain knowledge

representation
By definition, “thesaurus” is the study of
term usage in given domains associated to a hu-
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man activity. A term is a sequence of words used
in a given domain and which makes sense in
this domain. In ontological analysis term corre-
sponds to some concept of ontology. Therefore,
thesaurus can be used for domain description.

Domain thesaurus is a sort of termi-
nological base: it is a collection of terms with
some set of relations among them. Now many
thesauri for medical domain, mathematics,
computer science, etc. domains are developed.
They are used for unification of terminology,
for common interpretation of domain knowl-
edge, for integration of independently devel-
oped intelligent software and knowledge bases
etc. Thesauri can be used as a bridge from a
terminological base to document indexing and
for normalization of indexing terms.

Elements of thesaurus can be extracted
from natural language (NL) text by means of
linguistic analysis. Manual thesaurus building
is a hard task and needs much time. But in this
way one can guarantee a good quality of the
collected terms. Automatic thesaurus building
needs less human workforce but the quality
is not guaranteed. It relies on the content and
structuring of document sources, and also on
the methods of NL processing. Another prob-
lem deals with selection of NL texts pertinent
to analyzed domain.

Domain ontologies. We consider that
any human activity that consists of solving dif-
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ferent tasks is a characteristic of activity domain.
Task solving needs special knowledge, the same
for all the tasks that can be represented verbally.
Therefore we can speak about special vocabu-
lary of every domain that is used for specifica-
tion of tasks and their solutions in this domain.
A domain is considered as a set of the tasks
that are solved by specialists of this domain. In
process of the task solving all solving subjects
(persons, software agents, etc.) use a finite set of
objects and a finite set of relations among them.
These sets are formed as a result of agreements
about understanding among members of the do-
main community. In the field of the distributed
knowledge management the term “ontology” is
used for explicit conceptualization of some do-
main [1]. The focus of ontologies is not only the
domain terminology, but also the inherent on-
tological structure. It shows which objects ex-
ist in the application domain, how they can be
organized into classes, called concepts, and how
these classes are defined and related.

Every domain has phenomena that peo-
ple allocate as conceptual or physical objects,
connections and situations. With the help of
various language mechanisms such phenom-
ena contacts to the certain descriptors (for ex-
ample, names, noun phrases).

At present the usefulness of domain
ontologies is generally recognized and causes
their wide use. But the elements and the struc-
ture of domain ontologies are not defined uni-
formly in different applications.

Now three main approaches to define
domain ontology are used in intelligent infor-
mation systems (IIS). They are connected with
the ways of ontological analysis application
and deal with different sciences.

The first one — humanitarian approach
— suggests definitions in terms understood in-
tuitively but cannot be used for solving of tech-
nical problems.

The second one — computer approach
— is based on some computer languages (such
as OWL, DAML+OIL) for representation of
domain ontology and applied software. It real-
izes the processing of knowledge represented
in these languages. Such approach is the most
useful for development of knowledge bases
(KBs) for IIS.

The third one — mathematical ap-
proach — defines the domain ontologies in
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mathematical terms or by mathematical con-
structions. This approach is too complex for
applied IIS and is used for finiteness of on-
tology processing algorithm and estimation
of their execution time.

Usually at first step of domain ontology
building the humanitarian approach is used,
then the mathematical model of ontology is
constructed, and at last its software realization
is developed.

Till now no generally accepted univer-
sal definition of domain ontology has been sug-
gested. In [2] different definitions are analyzed.
On the meaningful level domain ontology will
be understood as a set of agreements (domain
term definitions, their commentary, statements
restricting a possible meaning of these terms,
and also a commentary of these statements).
Domain ontology is:

- the part of domain knowledge that is
not to be changed;

- the part of domain knowledge that re-
stricts the meanings of domain terms;

- aset of agreements about the domain;

- an external approximation repre-
sented explicitly of a conceptualization given
implicitly as a subset of the set of all the situa-
tions that can be represented.

All these meanings of the notion of do-
main ontology supplement each other.

For the successful development of
IIS it is necessary to present user knowl-
edge about domain of her/his interests in
some form suitable for computer processing.
The specifications of high-level domain are
formed by integration of the domain struc-
tures of low-level domains. It is important to
achieve an interoperability of domain knowl-
edge representation. Ontological approach is
an appropriate tool for solution of this task.
Ontology is an agreement about common
use of concepts that contains means for rep-
resenting the subject knowledge and agree-
ments on methods of reasons. It can be con-
sidered as the certain description and reflec-
tion of the world in some specific spheres of
interest. Ontology in the most general repre-
sentation consists of: 1) domain terms; 2) re-
lations between these terms that define links
of domain classes and individuals; 3) rules of
their use and interoperation that limit mean-
ings of terms in the context of particular do-
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main [3]. The formal model of domain ontol-
ogy O is an ordered triple O =< X,R,F >,
where X - finite set of domain concepts; R
— finite set of the relations between concepts
of the given subject domain; F — finite set
of interpretation functions of given concepts
and relations.

Domain ontology is a special kind of
knowledge base that contains semantic in-
formation about some domain in interoper-
able and formalized representation. It is a
set of definitions in some formal language of
declarative knowledge fragment focused on
common repeated use by the various applica-
tions and tasks.

Ontological commitments are the agree-
ments aimed at coordination and consistent use
of the common dictionary. The agents (human
beings or software agents) that jointly use the
dictionary do not feel necessity of common
knowledge base: one agent can know some-
thing that other ones don’t know. Agent that
handle the ontology is not required the answers
to all questions that can be formulated with the
help of the common dictionary.

Every domain with the certain subject
of research has it’s own terminology, origi-
nal dictionary used for discussion of typical
objects and processes of this domain. The
library, for example, involves the dictionary
relating to the books, references, bibliogra-
phies, magazines etc. Thus, pattern of domain
is discovered by its dictionary (the set of NL
words that are used in this domain). Clearly,
however, that the specificity of domain is
shown not only in the appropriate dictionary.
Besides, it is necessary:

- to provide strict definitions of gram-
mar managing of combining the dictionary
terms into the statements,

- to clear logic connections between
such statements.

Only when this additional information
is accessible, it is possible to understand both
nature of domain objects and important rela-
tions established between them.

Task thesauri. For description of some
domain is always used the certain set of terms
X . Each of terms designates or describes
some concept or idea from this domain. Aggre-
gate of terms that describes this domain with
pointing the semantic relations between terms

is a thesaurus. Such relations in thesaurus al-
ways specify the presence of semantic connec-
tion between terms. If user needs to solve some
task then he/she selects some subset of X dealt
with this task. This subset can be considered as
a task thesaurus.

The term “thesaurus™ for the first time
was used still in XIII century by B.Datiny as
the name of the encyclopedia. In translation
from Greek “thesaurus™ means treasure, riches.
The thesaurus is the complete systematized
data set about some field of knowledge allow-
ing the human or the computer to orient in it.
Intelligent information technologies (IIT) con-
sider thesaurus as a dictionary that contains de-
scriptors of the certain field of knowledge with
ordering of their hierarchical and correlative
relations. These descriptors are represented
into thesaurus in alphabetic order but they also
are grouped semantically.

Usually thesauri developed for IIS do
not contain definitions of terms. Some thesauri
can group terms in X (monolingual, bilingual
or multilingual) in a hierarchical taxonomy of
concepts, others present them in alphabetical
order or by a sphere of science.

Task thesaurus is a collection of the
domain terms with indication of the seman-
tic relations between them deal with some
particular task. Formal model of thesaurus
Th is a pair Th=<Ty,, Ry >, where Ty, is
a finite subset of the domain terms, Ty, ¢ X
, where Ry, is a finite subset of the relations
between these domain terms, Ry, < R. Task
thesaurus can be considered as a special case
of domain ontology.

The expressiveness of the associative
relationships in a thesaurus vary and can be as
simple as “related to term” as in term A 1is re-
lated to term B [4].

Thesaurus databases, created by inter-
national standards, are generally arranged hier-
archically by themes and topics.

Formal definition of task thesaurus is a
list of terms (single-word or multi-word) im-
portant to user task in fixed domain enlarged
by the set of related terms for each term from
the list.

The structure of thesauri is controlled
by international standards that are among the
most influential ever developed for the library
and information field. The main three standards
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define the relations to be used between terms
in monolingual thesauri (ISO 2788:1986), the
additional relations for multilingual thesauri
(ISO 5964:1985), and methods for examin-
ing documents, determining their subjects,
and selecting index terms (ISO 5963:1985).
ISO 2788 contains separate sections cover-
ing indexing terms, compound terms, basic
relationships in a thesaurus, display of terms
and their relationships, and management as-
pects of thesaurus construction. The general
principles in ISO 2788 are considered lan-
guage- and culture-independent. As a result,
ISO 5964:1985 refers to ISO 2788 and uses
it as a point of departure for dealing with the
specific requirements that emerge when a sin-
gle thesaurus attempts to express “conceptual
equivalencies” among terms selected from
more than one natural language [5].

Until recently term “thesaurus” was
used as a synonym of term “ontology”, howev-
er now in [ISs with the help of the thesauri fre-
quently describe domain lexicon in a semantic
projection, and ontologies apply for semantics
and pragmatists modeling in a projection to
representation language [6]. The models either
of ontologies or of thesauruses include (as the
basic concepts) the terms and connections be-
tween these terms.

Spheres of task thesauri use in IIS.
Ontologies that differ by expressiveness, vol-
ume, language etc. are widely used in IIS as
a source of background knowledge about do-
main, users and their believes about informa-
tion processing and representing. Task specif-
ics defines the restrictions on used ontologies.
Many researchers differentiate ontologies de-
pending on the complexity of relationships
provided by them into “light weight ontolo-
gies” and “heavyweight ontologies” [7].

Examples of lightweight ontologies are
controlled vocabularies, thesauri and informal
taxonomies. Controlled vocabularies are rep-
resented by list of domain terms. Taxonomies
add hierarchical relations (i.e. “is-a” relation)
between terms of controlled vocabularies,
and therefore we can estimate some semantic
similarity of terms by number of steps between
them in this hierarchy. Thesauri add additional
information to the terms in taxonomies, includ-
ing preferred names, synonyms and relations
to other terms (e.g. “see also™).
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A lot of thesauri are created for various
spheres of human activities — medical domain,
mathematics, computer science, etc. Thesaurus
can be created for single information resource
(IR), natural language (NL) document or the
set of documents. It can contain all words of
source or some subset of them (for example,
nouns, words of reference vocabulary or con-
cepts of domain ontology). Thesaurus terms
can be extracted from text by means of linguis-
tic analysis or manually.

Now thesauri are widely used in se-
mantic search [8], e-learning [9], competence
analysis [10], and personification of informa-
tion processing in IIS. User models on base
of ontologies can support “personal ontology
view” (POV) — ontological representation of
individual beliefs about domain conceptualiza-
tion [11].

Heavyweight ontologies contain not
only hierarchical term relation but also do-
main-specific ones with various sets of char-
acteristics (e.g. transitive or reflexive) that can
be used for logical reasoning. Processing of
heavyweight ontologies demands more time
and calculation facilities but such ontologies
are much more expressive as compared with
lightweight ontologies. Therefore we try to
propose methods that are aimed at automated
generation of lightweight ontologies (such as
task thesauri) on base of heavyweight ontolo-
gies according to needs of particular user task.

Constructing of task thesauri. Con-
struction of task thesaurus includes such main
steps (Fig. 1):

1. Definition of user task. At first user
has to define particular task that is needed in
background knowledge and to fix description
of this task (by natural language, in some struc-
tured form or by the set of keywords).

2. Selection of domain ontology. The-
sauri construction is based on use of domain on-
tologies of the appropriate areas. Therefore user
needs an appropriate ontology O =< X, R, F >
that can be retrieved from some ontology re-
pository with the help of matching with user
interests description or constructed (manually
or semi-automatically) specially for this task.

3. Generation of the set of thesau-
rus concepts. The main part of task thesauri
Th=<Tp,, Ry, > construction consists in
building of set 7, < X where every ¢, € Ty,
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Fig. 1. Main steps and sources of task thesaurus construction

has some semantic matches with some ele-
ment w; € W, of user task description W, that
vVt €Tyy,,i=1,n,3w; eW,,. This set can be
enriched by processing of pertinent IRs (user
should independently select the set of IR that
he/she considers relevant to domain of his/her
interests). Every IR is described by not empty
set of the textual documents connected with
this IR - text of content, metadata, results of in-
dexing etc. Task thesaurus is formed as a result
of the automated analysis of these documents
(the user actions are reduced to constructing
of semantic bunches - by linking of each word
of the formed thesaurus with some term of do-
main ontology. Algorithm of NL processing for
thesaurus building is proposed in [12].

4. Definition of relations between the-
saurus concepts. This step provides identifica-
tion of hierarchical (“class-subclass™, “class-
individual”, “is-a”) and synonymic (“‘see also™)
relations from Ry, < R between concepts
from 77, < X . These relations can be import-
ed from domain ontology, be extracted from
pertinent IRs or be defined manually by user.

In general, task thesaurus can be extend-
ed by thesauri of other pertinent IRs and user
can edit it manually. This approach is used if
task definition is too small and insufficient for

retrieval of necessary data but user has some
additional information about task (Fig. 2).

This approach provides generation
of task thesaurus if user has any information
about task, and this thesaurus contains all do-
main concepts important for task. But such
thesaurus can contain a lot of concepts that are
not used in task solving. It increase the volume
of thesaurus and causes complications of task
solving by IIS

Statement of the problem

For the purpose to reduce the time of
task solving and complexity of analysis we
propose to construct task thesaurus 7h avail-
able for solving of user task that contains a
minimum subset of terms of domain ontology
X. |y,

'min

|,

,j=1,_m where Thjare all

possible task thesauri that contain all informa-
tion from ontology that can be used for task
solving and |A| is a number of elements of the
set 4 (sufficiency of information is defined by
user and can be estimated by analysis of IIS
results).

Development of such minimized the-
saurus 7Th,;, can be based on semantic simi-
larity between domain concepts. They deal
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Fig. 2. Generalized algorithm of task thesaurus generation

with user task concepts and on use of combi-
natorial optimization methods. Such set can
be constructed by combinatorial methods as a
comparison of all possible subsets.

Combinatorial methods
and knapsack task

Similarity estimates are used in recogni-
tion tasks for matching various sets of concept
properties; individuals and relations with refer-
ence definition of used demands. The accuracy
of the matching result depends on adequately
selected similarity measures.

Combinatorial optimization uses
modeling of processed data with finite nu-
merical sequences. The result is evaluated
by correlation approach where an expres-
sion that define a total product of the values
of these sequences establishes the depen-
dence of input information on the combi-
natorial configuration (objective function
argument) [13].

Mathematical formulation of the gen-
eral problem of combinatorial optimization.
Combinatorial optimization problems are usu-
ally defined on one or more basic sets, for ex-
ample A={a;},i=ln and B={b},i=1lm,
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n is the number of elements of the set 4, m
is the number of elements of the set B, the ele-
ments of which have any nature [14].

There are two types of combinatorial
optimization tasks. In problems of the first
type, each of these basic sets is represented in
the form of a graph, the vertices of which are
clements, and each edge corresponds to the
weight of the edge ¢, e R,/=1Lnt=1,m, R
is the set of real numbers. There are connec-
tions between the elements of these sets 4 and
B, the numerical value of which called scales
are set as matrices.

In the second type of task there are no
connections between the elements of given set,
and the weights are the numbers v, e R,i=1,n
that correspond to some properties of these el-
ements. The numerical values of elements are
defined by finite sequences of data.

Knapsack task definition. In this work
we use the methods developed for solution of
combinatorial task that is known as “knapsack
task”. This task is formulated as a combina-
torial optimization problem like that: a set of
items is given, each with a weight and a value,
determine the number of each item to include
in a collection so that the total weight is less
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than or equal to a given limit and the total value
is as large as possible. It derives its name from
the problem faced by someone who processes
fixed-size knapsack and must fill it with the
most valuable items. The problem often arises
in resource allocation where the decision-mak-
ers have to choose from a set of non-divisible
projects or tasks under a fixed budget or time
constraint, respectively.

The knapsack problem is a NP-com-
plete combinatorial optimization problem. It
got its name from the ultimate goal: to put
into knapsack as many valuable things as pos-
sible, on conditions that the capacity of the
knapsack is limited. Different variations of
the knapsack problem can be encountered in
economics, applied mathematics, cryptogra-
phy, logistics, and so on.

The classical formulation of the
problem is formulated as follows: there is
a set of objects (terms), and each of them
has two parameters, weight (significance)
and location in the taxonomy of terms. In
general, the problem can be formulated as
follows: from some given set of items with
properties “value” and “weight” we need
to select a subset with the maximum total
cost, while adhering to the limit on the to-
tal weight (adaptation to semantic models is
necessary) [15].

Aknapsack that has a capacity V' must
be packed in such a way with n inseparable
items with species values B={b},i=1Ln
and capacities B ={b;},i=1,n that the total
cost of packaged items would be maximal,
and their total capacity would not exceed
the value [16]. For the task of thesaurus op-
timizing we consider items represented by
various natural language (NL) information
objects (IO). Their values are defined by
significance of terms in IO, and capacities —
by volume of 10O.

Knapsack task can be reduced to the
combinatorial optimization task because the
knapsack task is given on one set of objects
A={aqay,...,a,}, there are no connections
between the elements a;of this set, and the
input data are given by the elements of the
sets B and E that characterize the prop-
erties a; € A, i.e. the problem belongs to
the second type of optimization problem.
The argument of the objective function is

a combination without repetitions. We set
the sequence of sets B and E by numerical

functions ¢(j)[{ = (4(1) ..., #(n)) and

e(NIF = (@ (1),...,p(n)). We set combi-
natorial function

BCL) WOt = (B (D). wh),...

o B (n) WY,

where  B,(f().wF) =1, if ele
ment a; Iis selected from the set 4, and
B (f(]) w )— 0, otherwise. The ob-
jective function is reduced to an expres-

sion F(w*) = Zﬂ S D))

Jj=
Knapsack task con51sts in finding of such
combination w* eW for Wthh the ob-

jective function F (w ) max F (w ),
whew
if Zﬁ (f): W) () <V,
k, k'e {1,..,2"-1}.
Some variants of knapsack task can be
separated:

5. Knapsack task: no more than one
copy of each item.

6. Bounded knapsack task: no more
than the specified number of copies of each
item.

7. Unbounded knapsack task: Arbi-
trary number of copies of each item.

8. Multiple-choice  knapsack task:
Items are divided into groups, and only one
item can be selected from each group.

9. Multiple knapsack task: There are
several knapsacks, each with its maximum
weight. Each item can be put in any knapsack
or left.

10.Multi-dimensional knapsack task:
instead of weight, several different resourc-
es are given (for example, weight, volume
and packing time). Each item spends a given
amount of each resource. It is necessary to
choose a subset of items so that the total cost
of each resource does not exceed the maximum
for this resource, and the total value of items is
maximum.

11.Quadratic knapsack task: the total
value is given by a non-negative quadratic
form [13].

Methods of knapsack task solution.
As mentioned above, the knapsack task be-
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longs to the class of NP-complete tasks, and
there is no polynomial algorithm to calculate
it in a reasonable time. Therefore, solving the
knapsack task needs to choose between pre-
cise algorithms that are not suitable for “large”
knapsacks, and approximate ones that work
quickly, but do not guarantee the optimal solu-
tion to the problem.

Computationally, various approaches
have been proposed for solving the knapsack
tasks. All these algorithms can be classified
into two categories, 1) exact algorithms, and
2) heuristics or meta-heuristics ones [17]. Ex-
act methods for MKP began several decades
ago and include branch-and-bound method,
special enumeration techniques and reduction
schemes, Lagrangean methods and surrogate
relaxation methods.

Exhaustive search. As other discrete
problems, the problem of the knapsack can
be solved by complete processing of all pos-
sible solutions. Under the problem condi-
tions there are N items that can be placed
in a knapsack, and we need to determine the
maximum value of the cargo with weight
that does not exceed W .

There are two options for each item:
the item is placed in a knapsack, or the item is
not placed in a knapsack. Then the search for
all possible options has a time complexity of
O (2N ), that allows to use it only for a small
number of items [18]. As the number of items
increases, the problem becomes unsolvable by
this method in a reasonable time.

The method of branches and borders is
a variation of the method of exhaustive search
with the difference that deliberately non-op-
timal branches of the search tree of complete
search are excluded. As well as a method of
exhaustive search, it allows to find the opti-
mum decision and therefore concerns exact
algorithms.

The original algorithm, proposed by Pe-
ter Kolesar in 1967, suggests arranging items
by their specific value (in terms of relation of
value to weight) and building an exhaustive
search tree. Its improvement consists in the
process of building a tree for each node: the
upper limit of the value of the solution is evalu-
ated, and the construction of the tree contin-
ues only for the node with the maximum score
[19]. When the maximal upper limit is found
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in the tree leaf, the algorithm ends its work.
The ability of the branch and boundary method
to reduce the number of search options relies
heavily on input data. It is expedient to apply
it only if the specific values of items differ sig-
nificantly [20].

Methods for solving the knapsack prob-
lem are subdivided into exact and approximate
ones. If exact solution needs too much time
then approximate solution may be sufficient for
practical application.

Approximate methods for the knapsack
problem include:

1. An example of bulleted list is as
following.

- greedy algorithms;

- ant colony algorithms;

- genetic algorithms.

- The greedy algorithm for the knap-
sack problem is as follows;

- the set of items = is ordered by de-
creasing the «specific value» of items,

- then, starting from the empty set,
objects from the ordered set items are succes-
sively added to the approximate solution
’(initially this set is empty);

- each attempt of adding of item to the
knapsack is accompanied with comparison of
its weight with empty volume of the backpack;

- the process of constructing an ap-
proximate solution to the knapsack problem is
ended when all items are considered.

The ant colony algorithm is based on
the analysis of ant behavior. This algorithm
performs the same actions that ants can per-
form when searching for paths to an object.
For each ant, the action of taking an item de-
pends on three components: the ant’s memory,
importance of item and the virtual pheromone
trace. An ant’s memory is a list of items taken
by an ant that cannot be analyzed iteratively.
It is also necessary to include in the list those
items that break restrictions on the volume of
the backpack. Importance of item is the value
inverse of the volume of the item. Ant Colony
Optimization (ACO) is a meta-heuristic. And
it has been applied to many hard discrete op-
timization problems. Recently, some research-
ers have proposed several different ACO algo-
rithms to solve the multidimensional knapsack
problem (MKP), which is an NP-hard combi-
natorial optimization problem.



Information Systems

Special importance is given to local in-
formation. It is expressed in a heuristic desire
to take an object (the smaller the object, the
greater the desire) to put it in a backpack. The
virtual trace of the pheromone on the item con-
firms the ant experience dealt with attempt to
process it. To study the entire space of objects,
it is necessary to ensure the evaporation of the
pheromone: at the beginning of the optimiza-
tion, the amount of pheromone is taken equal
to a small positive number, the number of ants
can be assigned equal to the number of items.

Stochastic optimization techniques like
evolutionary algorithms, simulated annealing
etc., which rely heavily on computational pow-
er, have been developed and used for optimi-
zation. Among these, evolutionary algorithms,
which are randomized search techniques aimed
at simulating the natural evolution of asexual
species, are found to be very promising glob-
al optimizers. The genetic algorithm used for
knapsack problem is based on the evolutionary
principles of heredity, variability and natural
selection. This algorithm works with a popula-
tion of individuals and encodes their chromo-
somes (genotype) for possible solution to the
problem (phenotype).

At the beginning of the algorithm, the
population is formed randomly. In order to as-
sess the quality of solutions, the fitness func-
tion is used to calculate the fitness of each in-
dividual. According to the results of the evalu-
ation of individuals, the most adapted of them
are selected for crossing. As a result of cross-
ing of selected individuals by using a genetic
crossover operator new population is formed.

The multidimensional 0-1 knapsack
task is a NP-hard combinatorial optimization
problem. The problem is an extension of the
standard 0-1 knapsack problem with many
constraints while the standard 0-1 knapsack
problem has only one constraint. The objective
of this approach is to maximize the sum of the
values of the items to be selected from a given
set by taking into account multiple resource
constraints.

All these methods can be used for so-
lution of various problems defined in terms
of knapsack task. For minimized thesaurus
constructing we need in some estimates that
define quantitatively the importance of each
domain concept for user task in particular

IIS. We propose to use ontology-based se-
mantic similarity measures of domain con-
cepts for these purposes.

Semantic similarity
and criteria

of its estimations

Task thesaurus allows to define that
subset of domain which is interesting for user
in solving a task as a subset of ontology terms
that is generated as certain sub-graph of ontol-
ogy. Such sub-graph can contain, for example,
the concepts which are linked to selected terms
with selected subset of relations. They should
have some properties with defined values or
concepts that are semantically similar to se-
lected terms of ontology.

We define semantically similar con-
cepts (SSC) as a subset of the domain con-
cepts joined by some relations, properties,
attributes or any other characteristics (for ex-
ample, joint use or identical elements). There
are several ways to build SSC that can be used
separately or together. Generation of SSC
starts from selection of non-empty initial set
of concepts. Then various approaches support
retrieval of other concepts that are semanti-
cally similar to concepts from initial set. User
can define SSC manually according to person-
al believes about domain.

More often SSC is generated automati-
cally by processing concept links with initial
set of concepts (by some subset of the onto-
logical relations) or with the help of matching
concept properties. Such processing defines se-
mantic similarity estimation between analyzed
concept and concepts from initial set of SSC.

A lot of different approaches used now
to quantifying the semantic distance between
concepts are based on ontologies that contain
these concepts and define their relations and
properties. The source [21] classifies methods
and their software realizations of such seman-
tic similarity measuring. Methods are grouped
by parameters used in estimations and differ
within the groups by calculation of these pa-
rameters.

Estimations of semantic similarity.
Usually generation of task thesaurus starts from
the set of task keywords. Domain ontology can
be used to define other domain concepts that
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have semantic links with these keywords. All
concepts of ontology have some nonzero value
of semantic closeness (they are connected one
with the other at least by superclass “Thing”).
Therefore we have to define what relations of
ontology are important for task, what similarity
estimations are used and what threshold value
of similarity is acceptable.

The similarity of two entities can be
defined on base of information about direct
and indirect superclasses of these concepts;
and instances of these concepts. The most
commonly used way of semantic similar-
ity evaluation in taxonomy lies in measuring
the distance (path length from one node to
another) between concept nodes — semantic
similarity is defined as inverse function to the
shortest path length. If elements are connect-
ed by multiple paths between them the short-
est path length is used. This approach is used
also for analysis of thesauri [22]. However,
this approach is based on hypothesis that all
relations between taxonomy concepts repre-
sent equal distances, but real taxonomies have
great variability of distances covered by the
same taxonomic relation, especially if some
taxonomy subsets are much denser than oth-
ers. Some researchers calculate similarity esti-
mates on base of singular taxonomic relations
“is-a” and exclude other types of relations.

For example, the source [23] considers
ontology as a directed graph. Ontology con-
cepts correspond to graph nodes, and universal
and domain-specific relations (mainly taxo-
nomic “is-a”’) correspond to graph edges. Es-
timation of semantic similarity between con-
cepts is calculated as a minimum path length
that connects the corresponding ontological
nodes: SSg,4, =min| path(cy,c,). Similarity
estimation proposed by Wu and Palmer [24]
is based on the analysis of the path between
concepts and their depth in the hierarchy:
SSyp =2H/(N; + N, -2H), where N, and
N, are calculated as a number of “is-a” rela-
tions between concepts ¢; and ¢, to the low-
est common generic object (subsumer) ¢, and
H is the number of “is-a” relations between ¢
and the root of taxonomy.

Other researchers take into account also
relations “part-of-part” [25].

An alternative way of evaluating se-
mantic similarity in a taxonomy, based on the
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concept of informational content, which is also
not sensitive to the different sizes of distances
between relations is offered in [26]. Important
factor in the similarity of taxonomy concepts is
the degree of their information sharing that de-
fines the number of highly specific terms that
is applied to both of these concepts. Measures
of similarity based on information content de-
termine the similarity of two concepts. It is
defined as information content of their lowest
common generic object (subsumer).

In general, all semantic similarity esti-
mates provide some function §: that defines
quantitative value of similarity for all concepts
of domain ontology. Input information for S in-
cludes: domain ontology O, initial set of con-
cepts Cy < X and analyzed concept ¢; € X,

V¢, € X35(0,Cy.c;))=w; 20.

Optimization of task thesaurus

To reduce task thesaurus
Th =<Tyy,, Ry, > by methods of combinatorial
optimization we have to represent its charac-
teristics in terms of knapsack task. We analyze
the set 77, of concepts that are contained in this
thesaurus. For this analysis we propose to use:

- the set of task thesaurus concepts
TTh ={tk}9k =1,p;

- domain ontology O that was used as
a base for Th generation;

- initial set of task concepts
Cyc Iy, < X (these concepts have to be
placed into all variants of task thesaurus);

- function of semantic similarity esti-
mation § that defines significance of concept
for user task;

- values of some selected semantic
similarity estimation for all elements of T7,:
w; =8(0,C,c;) 20 that can be used as a val-
ue from knapsack task;

- length of concept name / =|c,~|20
defined as a number of symbols in this name
that can be used as a weight from knapsack
task;

- user defined memory capacity that is
given for thesaurus storage.

We understand that memory needed
for thesaurus storage is not a problem now.
For NP-complete combinatorial optimization
size of processed data it defines the calcula-
tion time. Therefore we try to add to C,, con-
cepts with bigger values of semantic similar-
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ity according to one of knapsack task solution
methods till then their length /; is less then
the free space in memory for thesaurus. Se-
lection of optimization method and function
of semantic similarity estimation depends on
task specifics and user needs.

Practical use of optimized

task thesaurus

Practical use of optimized task the-
saurus. Approach to generation and optimiza-
tion of task thesaurus for IIS we test on problem
of personified information retrieval. Intelligent
retrieval system “MAIPS” [27] use thesauri
generated semi-automatically on base of do-
main ontologies selected by users. This IIS use
task thesaurus defined by user to filter retrieval
results received from retrieval systems. Every
user can select one or more domain ontolo-
gies and generate one ore more task thesauri
for each of them. Moreover, users can combine
thesauri based on different ontologies by set-
theoretic operations. Now we enrich functions
of MAIPS dealt with thesauri by optimization
operation (Fig. 3). Thesauri in MAIPS are vi-
sualized by tag cloud where font size repre-
sents the significance of concept for user task.

We compare the time and quality of
retrieval with usual task thesaurus and with
optimized one and draw a conclusion that
processing of optimized thesaurus distinctly
accelerates data processing. And use of this
filtering of concepts with low semantic simi-
larity estimates not influences substantially
retrieval results.

Prospects for further use. We consider
that use of combinatorial methods to form op-
timized user profiles that meet user conditions
can be applied in various IIS that work with
sets of competencies [30, 31], [28].

For example, if for a certain problem it
is necessary to use a set of competencies K,
then the problem is solved by construction of
minimized set of items (courses, learning dis-
ciplines, experts, employees, etc.) P such that

n
Uc(pi) c K, where c(p;) is a set of compe-

=1 . .
fencies of the i-th participant R. Now we plan
to include appropriate service into the advisory
system “Advisont” [29].
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