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SECURITY BASIC MODEL FOR APPLIED TASKS
OF THE DISTRIBUTED INFORMATION SYSTEM

The tasks of modelling and the components of the basic model of applied task protection of a distrib-
uted information system have been considered. The measurement and relationship of security param-
eters, protection, new and reference attacks, anomalies, and threat environments have been proposed.
The conditions of threats, attacks and, consequently, inconsistencies in the results of applied tasks
are proved. At the beginning of the article the concept of a distributed information system, system of
applied tasks, modern trends of zero-trust architecture in building information security systems are
discussed. Further, it gives an overview of existing methods of detection and counteraction to attacks
based on reference knowledge bases. To improve the level of security it is proposed to analyze the
causes of attacks, namely hazards and threats to the system.

Attacks, hazards and threats are considered as structured processes that affect the internal and ex-
ternal environment of the system of the applied tasks with a further impact on the output of these
tasks. The concepts of security level and security level of a distributed information system are intro-
duced, as well as the concepts of applied task, environment, and user contradictions. As the logical
metrics of discrepancy detection the apparatus of semantic analysis is proposed, which based on the
reference knowledge base, the apparatus of text transformations should be applied at the stage of
loading of applied task and describe the input and output data, requirements to the environment of
the task solution.

The result of the research is the proposed method for identifying additional data about hazards, threats,
attacks, countermeasures to attacks, applied task-solving. This data is generated from the reference
and augmented textual descriptions derived from the proposed contradictions. By building additional
reference images of threats, attacks, countermeasures, it becomes possible to prevent the activation of
new attacks on the distributed information system.
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Introduction

Adistributed information system (RIS)
is now the backbone of the infrastructure of
any organization dealing with electronic in-
formation resources. A RIS is a continuously
operating mechanism of interconnected dis-
tributed general and application software
and hardware, interconnected by telecom-
munication means. As a single RIS user the
organization is interested in maintaining its
own applied task. To solve the applied task
a RIS consolidates certain resources, which
together would be called an application sys-
tem for solving the user’s PSZ problem. It is
objective and economically reasonable that
the user is only interested in protecting his
applied task and the PSZ allocated to this
task. Creation of demilitarized zones, physi-
cal perimeters of protection of the organiza-
tion’s infrastructure environment, corporate
systems for recognition of unauthorized in-
trusion during remote work of organization’s
employees does not make sense. The article
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formalizes the PSZ parameters required to
build a basic model of information security
of a distributed system.

Problem statement

The rapid dynamics of new cyber
threats poses new challenges to managers and
developers of information security protections.
An important one is the effective identification
of new, previously unrecorded threats and at-
tacks, as well as the adaptation of protocol pro-
tections for new attacks.

In this paper we consider the task of de-
termining the possibility of danger and threat
in relation to the application system solving the
user’s task. It identifies and analyzes the causes
of hazards (Nb;) and threats (Zg;), analyzes
the relationship between Nb,, Zg, and attacks
(At;), affecting the occurrence of anomalies in
the PSZ. A formalization of an adaptive mod-
eling approach to information security system
design is proposed.
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Analysis of recent studies
and publications

With the migration of enterprise soft-
ware to cloud locations and many infrastruc-
ture services to off-the-shelf cloud services and
products (SaaS, [aaS, PaaS) in many organiza-
tions, a new architecture for building informa-
tion security is emerging - the adaptive security
approach. The main principles of adaptive ar-
chitecture are proactive continuous threat mon-
itoring, risk auditing, and a shift from single
tunneling access of valuable resources to con-
textual access [1]. The contextual approach to
providing access to resources involves defin-
ing the requirements for the applied task that
orders the resources, continuously monitoring
and adapting these requirements.

Each PZa; for which information re-
sources are commissioned, which the PSZ will
use to implement its operational processes,
must consolidate relevant resources, which
also include a description of the data and RIS
requirements. These are:

- the input information that character-
izes the PSZ system and is used for its func-
tioning,

- general requirements for the func-
tionality of the resources and their parameters
characterizing the RIS system,

- the required overall security levels and
security values of the individual designated pro-
cesses, which can be implemented within one or
some individual PZa, of the PSZ system,

- the requirements for ensuring the re-
quired safety value of the operation of the indi-
vidual tasks of the PZa; > PSZ,

- the required measure of recoverability
of the individual PZa, in the case of successful
completion of an attack on PZa; by an appro-
priate attack.

An important function of PSZ defense
processes is the recognition and identification
ofattacks.At,andrecognitionofanomalies An;,
which activate attacks in PSZ [2]. Anomaly
recognition An, and attack recognition At; are
quite different from each other. Attack recog-
nition 4% is implemented based on the use
of descriptions of the reference images of at-
tacks E(At;), which are in the database of the
system RSB. Recognition of anomalies An; is
implemented based on the analysis of devia-

tions of the parameters of the environment in
which they occur, from their threshold values,
or AZ(P,). One of the features, which is as-
sociated with the difference between E(At;)
and AZ(P,), is that in E(At,) besides the list
of parameters P, which can characterize An;,
there are some factors that describe inacertain
approximation of the relationship between the
parameters P;(An;) and parameters P;(At;).
The second feature, which characterizes the
possibility of a relationship between E(At;)
and Af(P,), is that in E(At,) the number of
parameters P, should be not less than the
number that is necessary to identify the cor-
responding attack. Since E(At;) represents
some structure, E(At;) can be represented in
the form {L = [E(At)]} —L(E), for which
the relation E(At;) =L,(P,,....P,) holds,
where L. is the logical function P, of the pa-
rameters characterizing At;. The relation be-
tween An; and At; at the logical level can be
described by the relation

{[An,, E(At,)] = At} V {[An,, E(At,)] =
[[An; = L(At,)] = (An, = At;)]}

Ifat the final stage [An;, E(At;)] = At,,
then in RSB for At, there exists an algorithm for
counteracting At;, whichwe will denote by Ap;.
Such algorithms may differ from each other in
characteristics that determine their capabili-
ties and type:

- Algorithm Ap, that completely neu-
tralizes the impact of the counterattack of At;
by neutralizing all the functions implemented
by the attack of At;,

- Algorithm Ap;, which neutralizes the
capabilities of Z g; to activate the retaliatory at-
tack, or Ap;(At;) = —Fk,(At,), where Fk; is
the activation function of At;,

- Algorithm Ap,, which partially coun-
teracts the negative impact of At; on the object
of the attack.

The first type Ap, implements counter
attacks that are in the active state. For ex-
ample, At;, which has several interrelated
stages of its implementation, encounters
counteraction in the second, third or other
stages of the implementation process, re-
gardless of whether the attack at each stage
realizes its impact on the object, which can
result in unacceptable changes in functional
parameters. Attack localization in this case
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is determined by the presence or absence of
impermissible modification in the PSZ envi-
ronment. The second type of counteraction
Ap; is to eliminate the vulnerability points of
the system, which were used Z g; to introduce
and activate the attack. The third type of al-
gorithm Ap;, which counteracts At;, which
1s activated, is that the counteraction to the
attack is implemented only when the effect
of the attack on the corresponding object is
manifested in unacceptable changes in the
functional parameters of the object of attack.
This type of attack counteraction can result
in blocking some functions in the attacked
object, which is PSZ.

In addition to the above, other types of
algorithms Ap, can have a fairly wide range
of counteraction At;. The implementation of
countermeasures also depends on:

- the completeness of the information
about the identified At,, which must be in
E;(At),

- the type of attack At,, which has been
activated in the object of the attack,

- the way of recognizing At, for which
there is no E; (At;) in the RSB, and other factors.

A rather large number of scientific and
technical publications are devoted to descrip-
tions of attacks and ways to counter attacks of
various types [3-5].

Task statement

The purpose of the article is to pres-
ent the elements of information hazard of
an applied task of a distributed information
system by a model of sequential processes
of impact on incoming, outgoing data, and
processes of calculation of the problem.

The article explores ways to use the
semantic expert system apparatus to identify
inconsistencies (anomalies) in the system
based on existing records of incident history
and countermeasures.

Lets consider aspects related to enhanc-
ing the security of RIS (and above all PSZ ap-
plication systems), concerning the problems of
countering threats Zg. and analyzing the haz-
ards Nb; that Zg, generates concerning PSZ.
This raises the following challenges.

1. Analyzing the ability to detect and
recognize threats based on attack data that
have been activated concerning PSZ.
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2. Establishing (based on Zg, data)
the possibility of influencing Nb; by RSB
means in order to prevent the possible initia-
tion of the process of forming the correspond-
ing threat £ g;.

3. Analyzing particular aspects of the
coexistence of Nb;, Zg;, and At, with PSZ
objects that may be affected by the eventual
retaliatory attacks.

In the paper, by using methods of math-
ematical logic, the elements of the basic secu-
rity model to be monitored by RSB are theo-
retically laid out.

Presentation of the basic
material of the study

Most attacks can be considered as
(Pri(At;)) processes implemented in a cer-
tain sequence, and the whole process of at-
tack implementation can be represented at
the level of logical implementation At,. The
corresponding processes Pr;(At;) can be con-
ventionally considered as realized in steps,
which would be considered as elements of the
AL; realization process. In this case, it can be
written Pr,(At,) = {l,,---,1,}. where [ is a
single-step logic realization formula Pr;(At;),
l; = {x, *...# x;. }. x is a logical variable of the
[ formula, “** is an arbitrary logical function.
When [ passes to the level of dependencies,
at which x, takes values in the given fields of
their definition, /, passes to the form of ana-
lytical, discrete, tabular or other forms of de-
pendencies description, which are interpreted
by logical functions, can be written in the
form [I; = {xy*...* . }] = [F{(x0...0x3)],
where «°” are operators, which correspond to
the chosen function of dependencies descrip-
tion between x, and x. Let us introduce the
notation of additional elements, which are di-
rectly related to the elements At;, Nb;,and £ g,.
The first of these additional elements are the
individual fragments of the object of attack,
which are, in the first place, the selected com-
ponents with PSZ, these components will be
denoted by the symbol v. The next additional
element will be a specialist Sp; in the imple-
mentation of unauthorized cooperation with
PSZ using v, which represents the potential
opportunity to contribute to the success of
the implementation of At;. Let us assume
that the model of Sp, functioning process is
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a system of logical inference I/(L, R), where
L is a system of logical inference rules, R is
a system of heuristic inference rules, which
can be included in the system /, if necessary.
Heuristic elements are used in problem solv-
ing processes when inference rules of classi-
cal inference system (for example, Gentzen’s
inference system) are not enough for problem
solving [6]. In the context of this problem, we
will define a heuristic rule as an inference rule
or some dependency based on the interpreta-
tion of some fragment of the domain which is
not shown on the level of logical dependen-
cies, since the corresponding heuristic rules
describe individual features of links or de-
pendencies in such a fragment. In this case,
we can write down such a formal model of
hazard: Nb, = [M(Sp,) =1(L,R,D)], where
D is the input data used in the given model to
realize the processes of its functioning. The
result of functioning M(5P;) is the occur-
rence of Zg; or I(L,R,D) — Zg,. Proceeding
from the given variant of description Nb; as
a model of I(L,R, D), we can state that Zg,
is a certain structure At, which is created
based on the use of logical L and heuristic R
rules, in which the description of the purpose
of functioning Zg, is formed, which can be
written in the form Zg;, = 4,(L, R, C), where
C is the purpose of functioning of At,. As a
result of the functioning of Zg;, it is neces-
sary to obtain a description of the attack - a
software product, which is transferred and ac-
tivated using v, or without v, directly in PSZ.
To solve this problem, a library of known
software implementations of the correspond-
ing types of attacks is used. From the library
a program of the corresponding Ap,(At;) al-
gorithm and features of its implementation
is selected, which has the closest target C;
in relation to the target C;, which is formed
in the Zg,. Based on the determination of the
difference between the targets C; and C;, the
necessary modification of the corresponding
program is formed. Thus, Zg,, forms the at-
tack, which, based on the data on RSB and v,
is transmitted to PSZ in the form of software
implementation of At;, which is activated. In
this case, we will consider the stage of attack
object analysis, which is implemented by Z g,
to obtain information about the relevant v, in
order to identify vulnerable points.

In most cases the Nb, and Zg, func-
tions are implemented by the corresponding
Sp; specialists. But, in the case of the need to
work with distributed systems, which include
a large number of individual v, it is neces-
sary to automate the relevant processes. Nb,
and Z g; systems can be considered as objects
of influence, which is carried out by means
of protection and countermeasures against at-
tacks. Means of protection should prevent the
occurrence of attacks [5, 7]. To do this, the
following tasks must be solved. Revealing the
possibility of an attack by Nb,, Zg; and iden-
tifying signs of PSZ, which may indicate that
the attack will occur.

1. Determining the inevitability of an
attack in case of Z g; initiation.

2. Calculating how many and under
what conditions different attacks may occur in
relation to v, if Z g; is initiated by N'b; danger.

As part of the experiment we will con-
duct a theoretical analysis of the possibility of
obtaining the information needed to solve the
problems of counteraction £g;. This requires
to obtain data on the identified attacks, to de-
termine the causes of their occurrence in or-
der to eliminate (to a greater or lesser extent)
the corresponding causes and to counteract
the threats that cause the possibility of attacks
in the form of dangerous programs and other
factors that can lead to disruption of PSZ pro-
cesses. Obviously, it is quite difficult to cover
all possible causes of At; or Zg,, focused on
the implementation of the negative impact
on the PSZ. Therefore, let us limit ourselves
to the functional space of PSZ, reflecting
the goals of the creation of the correspond-
ing PSZ and its interaction with the subject
area of interpretation of the corresponding
W(PSZ) system.

Definition 1. The external environment
of the W(PSZ) system is all digital media that
have direct access to the RIS system, regardless
of the type of communication channel.

The W, (PSZ) interpretive domain will
be called the external environment PSZ. The
W (PSZ) environment, which we will denote
by H(W), can be of the following types:

1) an environment H(W)) that uses in-
formation obtained from the PSZ system in
its processes, we will call a passive environ-
ment H'(W).
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2) The environment H(W;), which coop-
erates with PSZ by forming information pre-
sented to the inputs of PSZ, and uses the cor-
responding results received from PSZ to imple-
ment its external processes, will be called an
active environment H'(W).

The corresponding system of processes
functioning in W, we will denote by }*SZ and
V'SZ and call their external task systems. As-
sume that the RIS system, together with RSB,
is PSZ friendly. Therefore, we can assume that
an arbitrary Z g; (PSZ) can occur only in H(WV).
Let us consider statements concerning threats
and hazards associated with passive and active
external task systems.

Assertion 1. Threat Zg; (PSZ) can arise
and exist only in environments V2SZ, V*SZ.

Suppose that some Z g; (PSZ) has arisen
outside W, (PSZ). Since the W, (PSZ) environ-
ment is closed and complete, any Zg; (PSZ)
that originated outside H”(W)) or H*(W) must
interact with W(PSZ). For IS, the functioning
of any negative processes is realized by acti-
vating the intrusion algorithms (4r) and using
information access channels to PSZ.

If Zg; (PSZ) does not enter H(W),
then for Zg; (PSZ) to enter H(W), as some
intrusive Ar(An), the latter must have ac-
cess to the channel of communication with
objects with H(W)). But H(W) is a closed en-
vironment, which means that H(W) provides
access only in cases of authorized exten-
sion of H(W)) or in cases where An; occurs
in H(W) itself. Since An; is formed in Nb;,
which is included in H(W)), and the latter is
closed, this contradicts the assumption that
Zg; (PSZ) has access to H(W). In the case
where H(W) is extended by some fragment
of h. 3 H(W), the H”(W) and H*(W)) systems
must identify the corresponding fragment of
h (W) before such an extension can activate
its Pr[h(W)] processes. H(W)) is friendly to
RIS and PSZ. Thus, if h (W) —— H(W), then
h. (W) is identified as Ar(A4n,), which con-
firms that the statement is correct.

Let us consider the case when the in-
formation contradiction ¢’ between W(VSZ)
and PSZ occurs, which we formally write in
the form o'[W(VSZ)&PSZ] > [6'(3a,)], where
da, is some threshold value of the contradiction
o’. Informational contradiction ¢’ is the most
general type of contradictions because it can
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include contradictions: logical ¢”, structural ¢*
and semantic ¢°.

In order to find the ¢’ contradiction di-
mension it is used the means that determine
the degree of consistency of the information
received from RIS with the information ex-
pected by the user, the role of which is almost
increasingly played by a separate information
system, which we will denote by P (EP) sym-
bols. An example of such a mechanism for
determining ¢“[PSZ, P(Ep)], where P(EP) >
W, can be the use of representations of the
magnitude of the semantic significance of the
two corresponding components [8]. For ex-
ample, a logical contradiction is defined based
on the use of known representations of it from
mathematical logic, if the objects concerning
which it is defined are descriptions at the level
of their logical interpretation [8§].

Assertion 2. Nb, (PSZ) hazards can
form as a result of contradictions between V.SZ
and PSZ.

The notion of Nb; is always associated
with certain contradictions between Nb; and the
object towards which it is directed. In general,
Nb;, is essentially a contradiction in relation to
the object of influence, which in this case is
PSZ, which can be written in the form of
{¢'[P5Z,P(EP)] = 8§(c")} = Nb,(P5Z). (1)

Inmany casesitisassumedthat Nb,(Q,),
where Q. is the object of influence, can arise
without ¢’(ZQ,,Q,) contradiction, but for
some other reason, where ZQ, is an object ex-
ternal to Q.. Such a premise is overly broad.

Let us assume that relation (1) is a pre-
condition for the emergence of Nb;. Identifica-
tion of &’ is an analysis of the Pr,[P(EP),VD]
process, where VD is the input from PSZ. The
magnitude of the contradiction is determined by
implementing a control of the input data result-
ing from the operation of the Pr;[P(EP),VD]
process. After performing this control, the fol-
lowing types of results can be obtained:

- The Pr;[P(EP),VD] process complet-
ed successfully,

- The Pr,[P(EP),VD] process did not
complete successfully.

In the second case there may be the fol-
lowing results.

- There are deviations in the results ob-
tained R caused by the Pr,[P(EP),VD] pro-
cess itself.
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- deviations in the results are
caused by the use of false VD, or
Te(Pr;) = [—R(Pr;)V —R(VD)], where Te is
the process testing.

Under Assertion 2, the case of
Te(Pr;) = —R(VD) is relevant. Since it is as-
sumed that PSZ works correctly, the relation is
valid: VD(PSZ) —H(VD) if takes place:
[H(PSZ) = H(VD)|{[P(EP),H(VD)] = .
R[Pr,[P(EP)]]} - [P(EP) > Nb,(P5Z)]

The interpretation of the above deduc-
tion in bringing Assertion 2 to the qualitative
level is as follows: If Pr;(PSZ) produces VD,
or Pr;(PSZ) — VD, without a P(EP) consum-
er in W;(PSZ), then in W(PSZ) the existence
of PSZ is invisible. We can write the following
relation:

{[Pr,(PSZ) —» VD,][P(EP),VD,]}—>
{—=Pr,[P(EP)] — [P(EP) = Nb,(PSZ)]}.

If PSZ produces VD, and there is a
P(EP) using VD, in W(PSZ), then in the case
of {[P(EP),VD,]}— —Pr,[P(EP)], there is
a P(EP) — Nb,(P5Z) relation, which proves
the statement.

The important task is to determine
whether Zg,;(P5Z) can occur when there is
a Nb; hazard in H(W). An arbitrary hazard
represents some object or process, or other
factor, which, by its nature, should not be in-
tended to create threats to objects that may be
in its environment. It is reasonable to regard
Nb; as some factor within the framework of
such interpretations:

1. Nb, hazards are created artificially,
or under the influence of natural factors in a
way that causes the possibility of adverse ef-
fects on objects in the environment.

2. Some object @;, which is formed
artificially from the hazards, may be, in terms
of processes of its functioning Pr.(@,), incom-
patible with the already existing objects of the
general environment.

Conclusions

It follows from the above that the
presence of Nb, is caused not so much by
the nature of the factors taken separately,
as by the negative nature of the possible in-
teraction of Nb; with the potential ExQ, ob-
jects of its environment. The emergence
of Nb; in H(W) can be described as fol-
lows:  [(@) = —=(P5Z)] = Pry(Q;) = Nb,.

The above relation reflects the conditions
for the existence of Nb; on the binary level.
Since there is a task to provide transforma-
tions Pr(Q,) — Nb,, in order to use a binary
interpretation the process and must be divided
into separate components and provided them
with an appropriate interpretation. Therefore,
let us assume that the following takes place:
Pri(Q;) = Ea[Pr(Q;)] —» Ed[Pr(Q;)] —
Er[Pr;(Q;)] = Nb;

where Ea is a stage to arise, Ed is a
stage to develop, Er is a stage to ripen. The
introduction of such stages requires the iden-
tification of attributes or ranges of values of
parameters that characterize the correspond-
ing stage of the Pr;(@Q;) process. The alloca-
tion of the corresponding stages can be real-
ized based on the analysis of each type of
Pr.(Q.) —Nb,(P5Z). In this case different
Pr;(Q;) at different stages can be combined
into separate classes. The emergence of dif-
ferent stages in Pr.(Q,) may not mean that
the corresponding Pr,(Q.) will lead to the
emergence of Nb,.

Let us assume that the emergence of
different stages of Pr,(Q,) is associated with
changes in the values of contradiction between
Pr,(@Q;) and Pr,(PSZ). Therefore, it is neces-
sary to consider ways of determining the dif-
ferent levels of contradiction & @;, PSZ.

The first level of contradiction ¢1 cor-
responds to a situation when the use of a re-
sult of Pr;(Q;) — Ry;(@;) functioning in H(W)
does not cause disturbances in Pr;(P5Z), and
the contradiction appears in the occurrence
of information redundancy within Pr;(P5Z)
due to the transfer to Pr,(PSZ) of a result of
Rf:‘ {Qi], or:

UPr(Q) —Rn(QII&IR,(Q) —
Pr(PSZ)}— [Pr;(PSZ)<Pr (PSZ,Rs(Q,))}

This measure of ¢%(@,PSZ) corre-
sponds to the situation when the presence in
Pr; (PSZ) of the result of R;(@;) functioning
Pr,(@,) does not lead to changes in the pro-
cess of functioning of the potential P(EP) con-
sumer due to his use of the received result of
Pr,(PSZ) functioning.

The second level of contradiction o,
corresponds to a situation where the use in Pr;
(PSZ) of the result of R, (@Q;) functioning leads
to the formation of data in Pr; (PSZ) that are
different from those expected by the P(EP)
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user, but they are non-critical or do not lead to
negative consequences of P(EP) functioning.

The third level of contradiction &,
corresponds to a situation where the use in Pr,
(PSZ) of R;(@;) results leads to the formation
of data in Pr, (PSZ) that are unacceptable, or
critical for P(EP), but their use in Pr; (PSZ)
does not lead to unacceptable changes in Pr,
(PSZ); this situation is interpreted as the occur-
rence of Nb;.

The fourth level of contradiction o,
corresponds to the situation when the use in
Pr; (PSZ) of the results of R, (@;) causes di-
sastrous consequences in Pr; (PSZ), because in
this case the danger is formed.

In the framework of the formulated
problem it is proposed to consider the pro-
cesses connected with the interaction of ex-
ternal objects O with Nb, as separate stages,
and also different levels of contradictions
are introduced, which are the main signs of
the possibility of occurrence of dangers and
threats Nb; and Z g, .

The concept of adaptive approach to
building an information security system so
far raises the question of contextual access
to resources and continuous monitoring of
information system security indicators, but
does not answer what processes and indi-
cators of information system state should
be checked [1, 9]. This paper proposes
formal markers for monitoring the state of
security and protection of an information
distributed system.

Prospects for future

developments

Information security systems are no
longer capable of operating protection pe-
rimeters and modeling breaches based on
perimeter crossing by unauthorized users or
software [10].

Actual today is: monitoring of anoma-
lies, threats, attacks, countermeasures, forma-
tion of reference knowledge bases based on the
analysis of contradictions in the system of ap-
plied tasks, stages of development of threats,
attacks within specific resources, actions of us-
ers (personified or individual information sys-
tems) [11,12]. The paper outlines a formalized
basis of parameters for assessing anomalies in
distributed systems.
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The models of applied task process-
es, environment, hazards, threats, attacks,
anomalies, and contradictions of distributed
system objects functioning are proposed. The
theoretical foundations of using a semantic
analysis expert system to monitor anomalies,
determine deviations from standards, form
new knowledge base images of threats, at-
tacks, countermeasures are highlighted. In the
future, the proposed methods can be applied
in the development of software for monitor-
ing and protection of distributed information
systems. The experience of using a semantic
expert system to analyze and use the knowl-
edge accumulated by IDS/IPS systems is of
interest. The results of the study can be used
in the construction of fuzzy rules of relation-
ships of vulnerabilities, threats, attacks, coun-
termeasures, consequences for further use of
fuzzy logic apparatus of information security
risk management.
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