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AN APPROACH OF INTELLIGENT SEARCHING
OF INFORMATION IN TEXTS

Olena Chebanyuk

Paper proposes an approach aimed at question oriented searching of information in texts. Texts are parsed, keywords and extra
features of questions are marked, and sentences in text with the most relevant information to question are defined. Proposed
approach is applied to Cyrillic and Latin languages.

Case study illustrates how to obtain answers to questions about Bulgarian fairytale that is represented on different languages
(Bulgarian and English). Evaluation of the proposed approach is introduced. Description of the software architecture and source
code of the corresponding software system are represented. Data structures and examples of *.xml files for storing information
about question and answers are outlined.
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VY po6oTi mpeacTaBIeHO METOAMKY NOWYKY iH(popManii B TeKcTax Ha 3amuT. TeKCTH aHali3yI0ThCs, BU3BHAYAIOTHCS KJIIOYOBI CII0BA Ta
JIOJaTKOB1 XapaKTepPHCTUKH 3allUTaHb, IOTIM, y TEKCTI ITyKAIOTHCS PEUCHHS 3 HAHO1IbII pesIeBaHTHOIO iH(OpMaIi€lo MO0 3aUTaH-
Hs1. 3aIPONTOHOBaHA MaTO¥KA 3aCTOCOBYETHCS IO MOB, 10 BUKOPUCTOBYIOTH SIK KUPHIIMIIO TAK 1 JATUHHLIO. Y MPUKIaAi MOKa3aHo,
SIK OTPUMATH BiJMOBIAl Ha 3aMUTaHHs PO OONrapchKy KasKy, sKa MpeACTaBlIcHa PI3HUMHU MOBaMH (60ITapChKOI0 Ta aHIIICHKOIO).
VY po6oTi mpeacTaBIeHO OLIIHIOBaHHS 3allpONOHOBaHOrO Miaxoay. [IpencTaBieHo onuc apXiTEKTypu MPOTrPaMHOTO 3a0e3MeUYeHHs Ta
BHX1THOTO KOy BiANOBigHOI mporpaMHoi cucreMu. OnucaHo CTPYKTypH AaHUX Ta mpukiagu *.xml ¢aitnis muis 30epiranns indop-
Malii Ipo 3armuTaHHs Ta BIAMOBIMI.

KirouoBi cioBa: 00poOka TEKCTiB pi3HUMH MOBaMH, IIpaBMJIa TpaMaTHKH, CEMaHTHYHHUH aHai3, IpOrpaMHa CHCTeMa aHali3y TeCK-
CTiB, apiXTEKTypa IMPOTPaMHOro 3a0e3NeUeHHs.

Introduction

Nowadays values of information in digital world are increased. In order to perform effective search user
must proceed a large amount of data. In order to take this process more effective different software systems for
searching and processing of information are used. Existing systems have the next difficulties to use: systems are not
flexible (based on artificial networks, based on ontologies), expensive, difficult to changes, difficult to be adopted
to different languages or environments. From the other side the designing, development, and supporting of such
systems requires a lot of efforts to adopt software system for different purposes.

Solution may be in the area — flexible systems, open for other languages, allowing to filter user requests and
reduce the number of searched information.

Literature review

Paper [1] represents a software system is used to determine the degree of semantic similarity of two short
texts written in Serbian. An approach allowing to perform Semantic Similarity of Short Texts in Languages. This
approach is consists from the next steps:

Corpus acquisition deals with finding a sufficiently large set of texts that could be used to generate a se-
mantic space.

Corpus parsing is used to remove any superfluous information from further consideration. (for example
specific XML tags or other, irrelevant data.)

Corpus preprocessing serves to reduce the amount of different words in the corpus, effectively reducing the
context vector dimension:

1. Text cleaning — this includes the deletion of all text characters not belonging to the native script
of the language in question, the removal of numbers and words that contain numbers, the elimination of
punctuation marks and the shifting of all capital letters into lower case [1].

2. Stop-words removal — stop-words are auxiliary words like prepositions, pronouns, interjections and
conjunctions, which carry negligible semantic information, but which are often encountered due to their language
function. By removing those words, we decrease the total number of different words in the corpus [1].

The result is that the semantic space is reduced and the accuracy of the semantic algorithms is increased,
since the links between semantically important words become more emphasized. The stop-word was formed by
gathering the most frequent words from the text corpus. (General knowledge were taken from an encyclopedia).
The information about word frequencies in the corpus which is gathered in this step is saved for later use in cal-
culating various term frequencies (TFs) for each word [1].

3. Stemming — (solving coding problems, for example comparing UTF-8 format and is written partially
in Cyrillic and partially in Latin alphabet or ASCII coding system. In order to preserve compatibility with the
stemmer module, special coding system was designed [1].
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Choosing an algorithm for the creation of the semantic space and supplying it with the preprocessed
corpus text.

The reduction of context vector dimension. Each algorithm has its own post-processing routine which is
encapsulated within the algorithm, as defined in the S-Space package [1].

Paper [2] presents the approach of defining entities in court decisions. It is proposed to prepare courts’ deci-
sions in the special structure of documents in order to simplify search procedure. Also classification and advantages
and drawbacks of different software systems for semantic analysis is represented. Preparing unified structure of a docu-
ment simplifies search procedure, but requires additional efforts for preparing of document in a specific view.

Approaches devoted to analysis of object state in decision support systems allows to analyze different
states of objects (and as a conclusion — characteristics of entities) with the aim to extract metainformation about
entities and get the answers to questions in the text. Such approaches may be implemented if there is an informa-
tion that state of object or domain entities may be changed during story [3].

Other implementation of question-oriented analysis of texts is to get questions essential for specific group
of users to predict their relation, emotions, and opinions about texts. Typical question may be applied to many dif-
ferent texts with the aim to select the best test considering some conditions of chosen social group. For example
searching the most appropriate texts fro children [4].

Conclusion from the review and challenges for the approach

After analyzing the existing solutions for processing of texts, the following criteria for modern expert

system aimed to process texts were defined:

Support of the functionality of processing information from various sources and preparing reports.
. Speech to text input;
. Processing text in different formats and encodings;
. Recognizing texts from images.

Search the exact answer to the question.
. Processing text with some grammar mistakes;
. Processing texts containing smiles or special symbols;

Usability the system should be easy to use and find the answer to the question.

Convenient representation of answers.
. Processing answers in text to speech modules
. Representing answers in different languages
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Proposed approach

Parse the question

Find keywords in questions

Define metainformation related to answers in text.

Search sentences that correspond to defined metainformation and represent them to user.

Metainformation about keywords for different types of questions

The list of the proposed characteristics for questions is given below. Aim of this classification is to take a
marks in text according to types of questions.

Table 1. List of metainformation that is extracted from questions

Metainformation Question words Question words
for answers in questions in Bulgarian in English
(1) alive entities KOM? who?
(2) entities of place from domain. o here?
. e Kbjie’ where?
They are defined by special prepositions in text s
(3) entities of time kora? when?
(4) not alive entities KaKBO € ToBa? what is this?
(5) all entities that have numeric precision KOJIKO? how many(much)?)
(6) all event entities Kak? How?

Metainformation about features of answers extracted from text

It is proposed to classify domain entities according to defined characteristics. One entity may correspond to
several classes.
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Table 2. List of metainformation that is extracted from texts

Description Examples Examples
of metainformation for English language for Bulgarian language
(D All ah.V ¢ entl‘qes.from do- Defined by domain experts
main description
At the Ha,
in the, B(BEB),
(2) Place entities near, b3,
far from, JIaJieKo,
under, oz,
above Hax

(3) Time entities

parts of the day (day, night, eve-
ning, morning, at
parts of year (mounts)

YacTu Ha JEHOHOIIUETO
(men, HoOI, CYyTPHH, B Yaca)
4acTH Ha ToauHara (Mecelu)

o’clock)

(4) Not alive entities

are leaved after performing alive entities

All domain entities that

(5) number entities

all entities that have numerical 15 cats 15 KOTKH
definition before them
Quick, Bwp3o,
(6) Event entities casy, AIECTHO,
hal‘d, TPYAHO,
in the middle nocpeza

Case study

Consider a part of Bulgarian fairytale about three apples.

Table 3. Text for case study

Fairytale in Bulgarian

Bulgarian Fairytale in English

Enna sxena umana TpuMa CUHOBE.
B rpanvHara Ha KbLIaTa UM PACTAIO YYIHO KPACHBO
SIOBJIKOBO JBPBO.
Besika roguHa TO paxIano caMo o eAHa si0bJika, HO
He KakBa Jia e, a 37aTHa.

AJa B HOIITA, KOraTo S0BIKATA y3psiBaia U Taka 3adie-
CTsIBaJIa MEXAY KJIOHUTE, Ue 1s1aTa rpaJuHa rperBa-
Ja, IOHTAA eIHA Xalla M OTKbCBaa 3JaTHaTa sS0BIIKa.
Enna roguHa, mom monuto Bpeme s0bIKara a yspee,
Hal-TOJEMUAT CUH PEKBJI HA MailKa CH:

— Maute, mie oTHa 1a Bapas sS0bJIKaTa.

Jlait MU eTuH HOXK U OpeXH, Ta J1a He 3acIIsl.
CenHan Half-TOJIEMUAT CHH TIOX SOBJIKATa U 3aTI0YHAT
J1a TPOILIM OPEXH.

W3BenHbx 3a1yxai CUIEH BATHP U IbpBETATa Ce Ipe-
BIJIM YaK JI0 3eMSITa.

TbMeH 00aK 3aKpHJI IyHATA U 3BE3/MTE, a Xajara
cJIs371a OT HeOeTo, rpadHaa 3J1aTHaTa IObJIKa U JIOKAaTo
TOJIEMUST CUH CE YCETH, OTIETsIIA.

Ha npyrara ronuHa cpenHUAT CUH Ka3ajl Ha MalKa CH:
— Maute, oTuBaM ja Bapas ssobikara. [lai Mu equH
HOX 1 OpE€XH, Y€ TPbI'BaM.

Cennan Toii of| sOBJIKaTa, aja ce YJIUCca Ja TPOIIU
W J1a si7ic OPEXU M TaKa M He pa3dpalr Kak Xajxara OTKb-
CHaJIa 3J1aTHaTa sIObJIKa W U3Ye3HaJa C Hes.

A woman had three sons.
In the garden of their house grew a wonderfully beautiful
apple tree.
Every year it bore only one apple, but not just any apple,
but a golden one.

But on the night when the apple ripened and shone so
brightly between the branches that the whole garden
glowed, a challah flew by and plucked the golden apple.
One year, when the time came for the apple to ripen, the
eldest son said to his mother:

«Mom, I’m going to take the apple.» Give me a knife and
walnuts so I don’t fall asleep.

The eldest son sat under the apple and began to crush wal-
nuts.

Suddenly, a strong wind blew and the trees were bent all
the way to the ground.

A dark cloud covered the moon and the stars, came down
from heaven, grabbed the golden apple and before the el-
dest son felt it, flew away.

The next year the middle son said to his mother:
«Mom, I’m going to boil the apple.» Give me a knife and
walnuts, that I’m leaving.

He sat under the apple, but he enjoyed crushing and eating
walnuts and never understood how the robe tore off the
golden apple and disappeared with it.

Text is taken from
https://bulgarianhistory.org/trimata-bratq-i-zlatnata-qbalka/
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Table 4. Analysis of text for case study

Domain entities

S16bKa, Apple,
xana, challah,
opexw, walnuts,
CPEITHHSAT CHH, middle son,
HaW-TOJIEMUSAT CHH, eldest son,
Maiika, mother,
HOX. knife

Statistical characteristics of the text

Words — 173 Words — 205
Total value of the text - 990 Total value of the text - 1066

The next activity — is to take question about text. Matched metainformation about questions and answers are
marked by different colors (the same color for the same type of question).
Table with answers is given below.

Table 5. Questions and answers (entities of time)

Question related to entities of time

Kora e y3psina s0nikara? | When the apple was riped?

Possible variants of answers

Aua B HolTa But on the night
Ha npyrara ronHa cpeqHUST CHH Ka3ajl Ha MaiKa CH: The next year the middle son said to his mother:

Statistical values

Words — 12 Words — 14
Total value of text - 60 Total value of text - 64
Kora Haii-rofeMusT CuH € 4akaia sObjikara? When did the eldest son wait for the apple?

Possible variants of answers

Ana B HOIITa But on the night
Ha npyrara ronuna cpeqHUST CHH Ka3al Ha MalKa CH: The next year the middle son said to his mother:

Statistical values

Words — 12 Words — 14
Total value of text - 60 Total value of text - 64

Table 6. Questions and answers (alive entities)

Question related to alive entities

Koii e oTkpaaHan siobakara? Who stole the apple?

Possible variants of answers (all sentences with alive entities are considered)

JOJHTAJa €HA Xaia ¥ OTKbCBaa 3J1aTHaTa SOBJIKa a challah flew by and plucked the golden apple
Hai-TOJIEMUST CHH PEKbJI Ha MaiKa CH: the eldest son said to his mother:
CenHan Hali-rONIEMHSAT CUH MO SOBJIKATA U 3aII0YHA The eldest son sat under the apple
Jla TPOILIK OPEXH. and began to crush walnuts.
Ha npyrara ronuna cpeqHUST CHH Ka3al Ha MalKa CH: The next year the middle son said to his mother:
aya ce yimcal 1a TPOIIH U Ja SIe OPeXH U Taka u He but he delighted in crushing and eating walnuts and never
pa30bpai kak xajara OTKbCHaIA 3aTHara 0baka 1 u3- | understood how the robe tore off the golden apple and dis-
Yye3Hasa ¢ Hesl. appeared with it.

Statistical values

Words — 55 Words — 61
Total value of text - 306 Total value of text - 266
Other Question
Kakgo e su1 Hali-roneMusT cua? What the eldest son eat?
Hsma xax na ce HamepH OTTOBOp There is no way to find an answer in the text
B TEKCTa IO TO3H METO[ using this method
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Designing of software architecture

Component diagram of the proposed software system is represented in the Figure 1. It illustrates the structure
of the system and interaction between its components.

Metainformation about questions and answers for every language is stored in special XML file. Then, it is nec-
essary to parse texts and questions. Information, extracted from XML parser, is transmitted to text parser and module
for the questions processing (Use Input processing module in the Figure 1.).

After parsing texts answers according to the type of question are obtained. After parsing questions keywords
are extracted (Table 2). After matching questions and information extracted from texts answers are proposed to user.

XML parser

Metainformation

B |

| M-
User input
Text parser p
processing
1 1
e e
Answers Question

metadata

O

\®)
=1 I
Matching
tool

Figure 1. Component diagram of the software system “Intelligent search in texts

ERT)

Preparing of metainformation for text analysis

In order to represent connection between metainformation in texts and questions part of XML file is proposed.
Structure of the file shows that in order to add new features of defining new answers in text it is necessary to modify
items of list <MetaList> (See Table 1 and Table 2). Also it is easy to add or remove new types of question.

<Bulgarian>

<TypeQ> kbae? </TypeQ>

<MetaList>

<MetaText> na </MetaText>
<MetaText> B </MetaText>
<MetaText> BbB </MetaText>
<MetaText> Oomuzo </MetaText>
<MetaText> npanexo </MetaText>
<MetaText> nox </MetaText>
<MetaText> mag </MetaText>

</MetaList>
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<TypeQ> kora? </TypeQ>

<MetaList>
<MetaText> B Homra </MetaText>
<MetaText> nom </MetaText>
<MetaText> nens </MetaText>
<MetaText> nensrt </MetaText>
<MetaText> cyrpun </MetaText>
<MetaText> cyrpunra </MetaText>
<MetaText> nuec </MetaText>
<MetaText> cera </MetaText>
<MetaText> nukora </MetaText>
</MetaList>

</Bulgarian>

Description of software system realization

In order to realize such a software system it is necessary to solve the next task

Select data structures fro storing <TypeQ> with <Metalist>, referencies to text? Questiona and possible an-
swers. — Data structure Dictionary is selected.

Develop and test classes for serialization and deserialization of Dictionaries [6].

Develop and text classes for parsing text files.

Develop approaches of searching metainformation in text that corresponds to the type of question.

Prepare web-layer that visualizes results of searching.

The development of project is started from the class allowing to save and restore XML file from hard disk.
Storing and restoring is made by means of XML serialization. Class dataStore incapsulates the serialization and dese-
rialization operations.

class dataStore {
public string filename { get; set; }

public Dictionary<string,List<string>> quest_ans { get; set;}
public void SerializeD() { }
public void DeSerializeD() { }

}

The next class should support basic operations with datastore. (Something like CRUD operations when data-
bases are processed.) Class ManageDataStore implements datastore processing operations.

class ManageDataStore {
dataStore ds { get; set; }

public void DataStore_Create() { }
public void DataStore_Edit() { }
public void DataStore View() { }
public void DataStore_Delete() { }

}
Class Language is aimed to proceed operation of searching answers in texts.

class Language {
dataStore ds { get; set; }
public string text { get; set; }
public List<string> questions { get; set; }
public List<string> answers { get; set; }
Language(string text, List<string> questions, string Lang) {

public void GetInformation() { }
public void FindAnswewrs() { }

}

Conclusion

Paper proposes the approach of searching information in texts. Searching procedure matches type of the
question and the specific metainformation in text. Experimental results show that the proposed approach has the
next advantages:

It allows reducing amount of text to be proceeded to find an answer to the question.

Approach works with the same effectiveness for different languages.

286



Ilpozpamni 3acoou wimyunozo inmenexkmy

Key features of the approach:

It is quick and easy for realization of the software system.

It allows extending metainformation both about new types of questions and about specific metainformation
in the texts without modification of code.

It is realized for easily adding of Latinic and Cyrillic languages. In order to add new language it is not nec-
essary to modify code. Only new XML files with key features about questions and metainformation for answers in
texts must be added.

Drawback of the approach: as it is the first version of the approach it allows to find the same answer for
different questions of the same type (see case study). This paper starts the cycle ow works, representing results of
intelligent texts’ search.

The defined drawback is basic for representing the further research:

Development of the approach of questions’ normalization. This approach will search answers according
to questions’ type and other keywords in the text of the question. For example, questions “When did the eldest
son wait for the apple?” and “When the apple was riped?” receive the same answers (see case study). Normal-
ization approach will allow avoiding this drawback.
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