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AN INTELLIGENT CHATBOT FOR EVALUATING 
THE EMOTIONAL COLOURING OF A MESSAGE 

AND RESPONDING ACCORDINGLY
In this article, a recurrent neural network model, a database designed for neural network training, and a 
software tool for interacting with a bot have all been created. The architecture of the neural network model 
underwent optimization to enhance classification outcomes. Furthermore, work was conducted on enhancing 
the user interface. The developed application was tested, and the results were demonstrated. The resulting 
model demonstrated 85% accuracy in determining sentiments. The implemented application has got basic 
design which can be cutomized and some settings for chatbot. Further improvement of the model’s 
classification quality can be achieved by collecting a larger and better organised dataset or by researching other 
RNN architectures.
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Introduction
Emotions in the broad sense are 

psychological and physiological reactions that 
arise in a person due to certain events, stimuli 
or thoughts. They are reflected through 
internal experiences and external expressions.

Usually, it is very easy to determine a 
person's emotions by observing their 
behavior, looking at their faces, or listening to 
their voices. However, the text itself does not 
have an emotional color. Instead, it can evoke 
emotions in the reader and reflect or express 
the emotional state of the author. This makes
the task of assessing emotionality more 
difficult. And we usually don’t need to know 
exact emotions, it is enough to know are they 
positive or negative.

This task is known as sentiment analysis
[1,2] and is used in many areas of life. For 
example, processing reviews for products in a 
store can greatly simplify the work of 
marketers.

Besides marketing it is used in psychology,
both for usual conversations and professional 
online help by psychologists.

And while it is not hard task for people, it 
can be still useful to automatize such analysis
[3]. For marketers it will help, because they 
have to work with big number of reviews. 
Automatic detection of sentiments can facilitate 

the work of psychologists too. And this is 
possible to do with neural networks [4,5].

Artificial neural networks (ANNs) are
computer models that imitate the functioning
of biological neural networks [6,7].
Structurally they consist of interconnected 
artificial neurons that exchange signals in the 
form of numbers. There can be hundreds, 
thousands or even millions of such neurons. 
Each neuron receives input data, performs a
certain function on this data and transmits the 
result to the next neurons in the network.

ANNs can be used in a wide range of 
applications, such as natural language 
processing, computer vision and speech 
recognition [7-17].

Recurrent Neural Networks (RNNs) are a
special class of artificial neural networks
[18,19]. Their feature is that they take into 
account the contextual dependence between 
elements of the sequence, that is, information 
about previous states to be taken into account 
in the current state.

In recurrent networks a directed sequence 
of elements is formed, presented in the form 
of a directed graph, and neurons are able to 
transmit it together with the processed data. 
This is achieved by using loops in each 
neuron.
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1. Development of RNN
As already mentioned, the main feature of 

recurrent networks is the possibility of using 
pre-processed information for a better 
understanding of the existing information. 
This is a big step forward and it is actually 
effective. But does it always work? It all 
depends on how far down the sequence the 
context we need now is. If this "distance" is 
small, then everything really works well.

But it is quite clear that this is usually not 
the case and this "distance" can often be 
very large. At the same time, with its 
increase, the network at some point 
becomes unable to learn and combine the 
necessary information.

This problem is known as the gradient 
vanishing problem and is one of the main 
problems of recurrent neural networks.

Various modifications have been developed 
to overcome this problem. LSTM (Long Short-
Term Memory) is one of those [20].

LSTM is an improvement of the recurrent 
neural network architecture that allows to
study of long-term dependencies [21-23].
This allows such networks to cope with a 
large number of problems, thanks to which 
they have been widely used.

All recurrent neural networks have the 
form of a chain of repeated neural network 
modules. In standard RNNs, this chain has a 
simple structure, usually one layer with a 
certain activation function: hyperbolic 
tangent, sigmoid, etc.

LSTM also has a chain-like structure, but 
the module structure is different. Instead of 
one layer, there are four layers that interact 
with each other as shown in the figure 1.

Figure 1. A recurrent LSTM module with four layers [24]

In the figure 1 each line carries a vector 
from the output of one node to the inputs of 
the others [24]. Pink circles represent 
element-by-element operations such as vector 
addition, and yellow rectangles represent 
trained neural network layers. Merged lines 
indicate concatenation, while split lines 
indicate copying of content, which is then 
sent to different locations.

The main idea behind LSTM is the cell 
state, the horizontal line that runs along the 
top of the chart.

The state of the cell is like a conveyor belt. 
It is simply laid along the entire chain with 

minor linear interactions. Information easily 
passes along the entire tape without changes.

But LSTMs have the ability to remove or 
add information to the state of a cell, which is 
controlled by structures called gates.

Filters are a way of controlling the 
transmission of information. They consist of a 
sigmoidal neural network layer and an 
element-by-element multiplication operation 
between the results obtained from the 
sigmoidal layer and the current state of the 
cell state.

The sigmoid layer outputs a number 
between zero and one, describing how much 
of each component should be transmitted. A 
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value of zero means "skip nothing" and a 
value of one means "skip everything".

LSTMs have three such filters to control 
the state of the cell.

The cell value is calculated in several steps. 
First, analyzing the information from the 
previous cell and deciding what can be removed 
from it. This decision is made by a sigmoidal 
layer called the "forgetting filter layer".

The next step is to decide what new 
information we will store in the cell state, and 
it consists of two parts. Firstly, the sigmoid 
layer, which called the "input filter layer", 
decides which values need to be updated. 
Secondly, the hyperbolic tangent (tanh) layer 
creates a vector of new values that can be 
added to the state.

After that updating the old state of cell Ct-1
and obtaining a new Ct are performed. To do 
this, we multiply the old state by the value of 
ft (the "forgetting filter layer"), thus forgetting 
what was decided to be forgotten in the first 
step. Then we add the product of it and Ct.
These are the new potential values multiplied 
by the "importance" factor, which is how 
much we decide to update each state value.

Finally, we need to decide what we're 
going to output. This will be based on our cell 
state, but should also be filtered. First, a 
sigmoid layer is applied, which decides which 
parts of the cell's state we pass next. Then we
pass the cell state through the tanh layer so 
that the values are in the range of -1 to 1 and 
multiply by the output values of the other 
sigmoid layer to output only what is needed.

This is the basic idea of LSTM. These have 
the ability to remember long-term dependen-
cies, delete and add information to the cell's 
state, and control what will go to the output.

2. Development of a dataset for 
the training of model

This section describes the data collection 
process for training the LTSM model.

Data collection and preparation is an 
important stage in the process of developing 
and training a neural network [25], because 
we need to prepare the data on which it will 
learn.

The online platform Kaggle can help with 
this. Here you can find a large collection of 

various datasets for any purpose. There is also 
a proprietary development environment that 
can also be used to build neural networks. At 
the same time, the platform unites a 
community of people engaged in machine 
learning. Here you can ask anything on this 
topic or discuss something. Various 
competitions are also often held.

A dataset named IMDB Dataset of 50K 
Movie Reviews was found in Kaggle [26]. 
This is a collection of 50,000 movie reviews, 
each of which is marked with a sentiment
(positive or negative) as shown in the figure 2.

The dataset is well balanced, so we have an 
almost equal number of positive and negative 
reviews.

Since the bot, which is being developed,
must communicate in Ukrainian, the dataset 
was translated using the googletrans library
for Python, which provides access to Google 
Translate from a python code file. Of course, 
the translation cannot be called exact, but 

Figure 2. Content of the dataset
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translating 50 thousand reviews by hand 
would take too much time, so it was used.

The data also includes a list of stop words 
in the Ukrainian language. Fortunately, there 
are already ready-made lists, so one of these 
was used.

In addition, files were prepared with certain 
variants of appeals to the bot and probable 
reactions to such appeals. Scripts include 
greetings, farewells, thanks, and questions. 
And separately, of course, there is all the other 
text, which can be positive, negative or neutral, 
depending on which the bot will have a 
different reaction.

3. Description of application 
implementation

The developed application, with the help of 
libraries [27,28], consisted of three Google 
Colab[29] notebooks and three Python files.

The first notebook is used to translate the 
dataset into Ukrainian.

The second notebook is the main neural 
network, which is supposed to evaluate the 
emotional coloring of messages. First, the 
data is obtained from the dataset, the entire 
text is divided into training and test data, then 
the text is processed (removal of redundant 
characters using regular expressions and 
lemmatization using the pymorphy2 library).

The neural network is not able to work with 
the text, so the text is further tokenized. For 
this, all unique words that occur in the dataset 
are determined. A dictionary is formed from 
them, in which each word is given a unique 
token. This allows us to further represent the 
text as a list of tokens, where each token 
replaces a specific word. The dictionary is 
saved in a text file for later use. The data is 
also converted to the most suitable data format.

After that, the SentimentRNN neural 
network itself is created and trained on 
already processed data . Its structure is shown 
in Figure 3.

Figure 3. Structure of the SentimentRNN 
model

During training, a loss value is calculated 
for each epoch, and if it is less than the 
previous epochs, then the current state of the 
neural network is considered the best. The 
best state among all eras is saved to a file for 
later use.

The third notebook contains another neural 
network. Its task is to determine the intended 
scenarios in the user's messages, such as 
greetings, farewells, etc. In the data file for 
each scenario, certain patterns are defined, as 
well as responses to them.

Word processing is similar to the previous 
notebook, but word lemmatization is not used 
here.

The structure is much simpler as can be 
seen in Figure 4.

Figure 4. Structure of the NeuralNet model

Since it is not possible to create 
applications with a graphical interface in 
Google Colab, this part of the project was 
developed in Python IDLE, so we have three 
more files with the extension .py.

The first file contains the application 
interface, and the second and third are used to 
load the two models trained in Google 
Colab[29] and saved to files, and also contain 
functions for these models to predict the 
results.

4. Results of work and testing
If you look at the graphs of training and 

validation accuracies and losses, you can see 
that the results with the training data were 
constantly improving, while the best result on 
the validation data was achieved by the model
at epoch 3, after which the losses only 
increased. This is indicative of overtraining 
and is clearly worth fixing, however 85% 
accuracy is a pretty good result, so the 
decision was made to leave this trained neural 
network as it is for epoch 3.

Then this is used in chatbot. An example of 
the conversation with it can be seen in figure 5.
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Figure 5. An example of a conversation with a 
developed chat bot

As you can see, the bot can recognize such 
common scenarios as greetings, thanks and 
goodbyes. When the user asks the bot about 
bot itself, it explains that it is an ordinary 
artificial intelligence and offers the user to tell 
what is on his mind.

The following is an example of what an 
average user could write to a bot. In this case, 
girl broke up with him, and we see that he is 
upset. And the bot, or rather the neural 
network behind it, is also able to recognize 
negative emotions, so it encourages the 
unhappy user in response.

Conclusions
In this article, a recurrent neural network 

with modification named long short-term 
memory was developed to analyze sentiments 
in messages.

A large dataset, 50 thousand comments,
containing different reviews and their 
sentiments was collected and annotated to 
successfully train and validate the model. It 
was also translated into Ukrainian language.

The resulting model demonstrated 
accuracy 85% in determining sentiments. One 
more small model was developed to improve 

make chatbot recognise the intended scenarios 
in the user's messages.

And finally, chatbot application designed 
like an ordinary chat was created. There user 
can communicate with chatbot which uses 
pre-trained models to understand how user 
feels and responds reespectively. Also it has 
some customization such as changing design 
and bot behavior.

Further improvement of the model’s
classification quality can be achieved by 
collecting a larger and better organised
dataset or by researching other RNN
architectures.
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