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HIABUALIEHHA TOYHOCTI BUABJIIEHHA M'SAYA Y BIAEO
®YTBOJIBHUX MATYIB 3A 1OITOMOI'OIO MEXAHI3MIB
YBAI'M B CNN-MOJEJAX HA OCHOBI FPN

[Mompu 3HayHMIA Iporpec y BUABICHHI TPABIIB 3aBASKH MOJCISIM ITHOOKOTO HABYAHHS B CIIOPTHBHIN aHAITHIIL,
TOYHE PO3Mi3HaBaHHs (yTOONHHOTO M’sI4a 3aJMIIAETHCS CKIIAJHOIO 3a/1a4eo Yepe3 Horo Manuii po3mip, IBHAKUIT
PYyX, 4acTi OKJItO3i1 Ta Bi3yasbHY ITOAIOHICTh [0 IHIIUX €JIEMEHTIB, TAKMX SIK TeTPH TPaBLIiB, JOTOTHIIH Ta PO3MiTKa
nonst. Ll oOMe)xeHHsI 3HaYHO 3HIKYIOTh €()eKTUBHICTh AaBTOMAaTH30BaHUX CHCTEM JUISl KOMITJIEKCHOTO aHaizy Qy-
TOOJBHUX MaT4iB, 0COOJIMBO B TAKWX 33jiadax, sIK pO3ITi3HAaBaHHsS TAaKTWYHHUX MOJiH, Kinacugikaiis yaapis i mpo-
THO3YBaHHS irpPOBHX CTaHiB. Y Il poOOTi 3aIpONOHOBAHO METOJ i IBUIICHHS TOYHOCTI BUSBIICHHS M 519a y BiCO
(hyTOOMPHMX MaTYiB IUITXOM YIOCKOHAJICHHS HAassBHOI apXiTekTypu Ha ocHOBI Feature Pyramid Networks (FPN).
BazoBa mozens Ha ocHOBI FPN, xo4a i edekTHBHA AT BUSBICHHS TPABIiB, IEMOHCTPYE OOMEKEHY POTyKTHB-
HICTB y pO3Mi3HaBaHHI IpiOHUX 00 €KTIiB, TAKUX AK M sd. J{71s BUpimeHHs miel IpoOIeMn MU IHTETpyBaJIH JIeTKi
MEXaHi3MH yBarH, siKi JO3BOJIOTh MOJIEN Kpalie 30CepePKyBaTUCh Ha PEJICBAHTHUX MIPOCTOPOBUX Ta CEMAaHTUY-
HHUX O3HaKaX. 30KpeMa, MU BIpOBaKyeMo 1iapu Squeeze-and-Excitation (SE) y 0a30By Mepexy Juis niepeHaari-
TYBaHHsI O3HAK Ha PiBHI KaHaJIB, a TakoXk JoxaeMo Moayns CBAM (Convolutional Block Attention Module) mo
TOJIOBHM BHSIBJICHHSI M’sT4a JUIsl YTOUHEHHs IPOCTOPOBOI Ta KaHaibHOI yBaru. L{i Moandikarii nokimkani nokpa-
IIMTH 31aTHICTh MEPEXi BIAPI3HATH M4 BiJ| Bi3yallbHO CXO)KHX 00’€KTiB 1 nepeBaHTaxkeHoro (ony. Hami excrie-
puMeHTH, ipoBezieH] Ha Habopax naHux [ISSIA-CNR Ta Soccer Player Detection, 1eMOHCTPYIOTb, 110 3aIPOIIOHO-
BaHa MOJIEJTb 3 YBArOI0 TOCSATAE KPAIOi TOYHOCTI KiIacU(ikallii M’siua MOPIBHIHO 3 0a30BUM ITiIX0I0M, Oe3 morip-
IICHHS TOYHOCTI BUSIBJICHHS TpaBIliB. OTpuUMaHi pe3ylbTaTd MiATBEPUKYIOTh ¢EKTUBHICTD JICTKUX MEXaHI3MiB
YBard B 3a[a9ax BUSABICHHS IPiOHUX 00 €KTIB Ta BIAKPHBAIOTH MEPCIICKTHBH JJII CTBOPSHHS OLTBIT HATIHHUX i
peaicTHYHIX CUCTEM aHalli3y yTOONBHIX BiJICO Y peabHOMY Jaci.

Kito4oBi croBa: BUSBICHHS M’siua, TITMOOKEe HaBYaHHS, aHalli3 (GyTOOIBHOTO BiJleO, BUSBIEHHS 00’ €KTiB, MeXa-
Hi3mu yBary, Feature Pyramid Network
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ENHANCING BALL DETECTION IN FOOTBALL VIDEOS
USING ATTENTION MECHANISMS IN FPN-BASED CNNS

While deep learning models have significantly advanced player detection in sports analytics, accurately identi-
fying the football remains a persistent challenge due to its small size, rapid movement, frequent occlusions, and
visual similarity to other elements such as player socks, logos, and field markings. This limitation significantly
reduces the effectiveness of automated systems in comprehensively analyzing football matches, particularly in
applications such as tactical event recognition, shot classification, and game state prediction. In this paper, we
propose a method to improve ball detection accuracy in football videos by enhancing an existing architecture
based on Feature Pyramid Networks (FPN). The original FPN-based model, although efficient for detecting
large-scale players, shows limited performance in detecting small objects such as the ball. To address this, we
integrate lightweight attention mechanisms to help the model focus on more relevant spatial and semantic fea-
tures. Specifically, we introduce Squeeze-and-Excitation (SE) layers into the backbone of the network to perform
channel-wise feature recalibration and embed a Convolutional Block Attention Module (CBAM) into the ball
detection head to refine both spatial and channel-level attention. These modifications are designed to enhance
the network’s ability to distinguish the ball from cluttered backgrounds and visually similar objects. Our exper-
iments, conducted on the ISSIA-CNR and Soccer Player Detection datasets, demonstrate that the proposed at-
tention-augmented model achieves improved ball classification accuracy compared to the baseline, with no deg-
radation in player detection performance. These results validate the utility of lightweight attention mechanisms
in the context of small object detection and provide a promising direction for more robust and real-time football
video analysis systems.

Keywords: Ball Detection, Deep learning, Football Video Analysis, Object Detection, Attention mechanisms,
Feature Pyramid Network
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Introduction

Ball detection plays a crucial part in the
automated analysis of football matches,
enabling advanced tasks such as event
detection, match analysis, and performance
assessment [1] [2]. However, accurate ball
detection remains challenging because of its
small size, fast movement, occlusions, and
similar appearance to other elements, such as
player socks, goalkeeper gloves, or field lines
[3] [4]. While deep learning methods,
especially convolutional neural networks
(CNNs), have significantly advanced the state
of object detection in sports analytics, existing
approaches often struggle with reliably
identifying the ball under diverse match
conditions [5] [6].

Feature Pyramid Networks (FPN) are a
promising approach to object detection in
complex scenes [7]. They allow for effective
multi-scale feature extraction by combining
low and high-level features. A recent study
proposed an FPN-based approach as an
integrated ball and player detector in footage
from football matches [3]. The approach
demonstrated a strong performance in player
detection. Nonetheless, the same approach
showed comparatively lower accuracy in the
ball detection tasks because of the small size,
high speed, frequent occlusions, and visual
similarity with other objects. As a result, even
the state-of-the-art models for object detection,
such as YOLO [8] and SSD [9], frequently
missidentify or completely miss the detection
of small, fast-moving targets [10] [11] [12].
This indicates a need for further refinement to
increase the effectiveness of detecting small
and fast-moving objects.

This paper addresses that specific limi-
tation. We aim to enhance the ball detection
performance of an existing FPN-based archi-
tecture by integrating lightweight attention
mechanisms. Our approach is based on the re-
cent success of applying an attention mecha-
nism to improve the performance of small ob-
ject detection in remote sensing [15], aerial im-
agery [16], and medical imaging [17]. Addi-
tionally, the idea of enhancing FPNs with at-
tention is supported by the work Attentional

Feature Pyramid Network (AFPN) proposed
by Min et al. [18].

The remainder of this paper is organized in
the following structure:

e Section 2 discusses related work on object
detection in football and attention mecha-
nisms.

e Section 3 provides the methodology, in-
cluding the original architecture and our
proposed enhancements.

e Section 4 describes the setup and the out-
come of the experiments.

e Section 5 presents an analysis of the work.

e In conclusion, Section 6 summarizes the
work and outlines future research direc-
tions.

Related Work

Ball Detection in Football Analytics. Object
detection has become essential to football
video analytics, helping recognize players, the
ball, and key events such as shots [1] [2]. Tra-
ditional computer vision approaches relied on
handcrafted features and motion tracking [5]
but struggled in scenarios involving occlusion,
fast motion, or cluttered backgrounds. With the
help of deep learning, CNN-based methods
have achieved better performance in sports an-
alytics tasks.

Recent studies have employed archi-
tectures like YOLO [8] and SSD [9] for real-
time player and ball detection. However, these
models often struggle to detect small objects
like the ball, especially in low-resolution
frames or when the ball is partially occluded
[5][6]. The FPN-based base model used in this
work represents an improvement by leveraging
multi-scale feature maps, improving the detec-
tion of large and small objects [3] [19]. Despite
this, the detection accuracy for the ball re-
mained lower than for players, motivating fur-
ther research into specialized enhancements.

Feature Pyramid Networks (FPN). The Fea-
ture Pyramid Network (FPN) [7], introduced
by Lin et al., is a widely adopted architecture
for multi-scale object detection. It enhances a
backbone CNN (e.g., ResNet) by creating a
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top-down pathway and lateral connections that
fuse semantic-rich features from higher layers
with detailed spatial features from earlier lay-
ers. FPN models are especially effective in ob-
ject detection within the same image at differ-
ent scales [10]. They are well-suited for com-
plex scenes like football fields, where players
and the ball vary in size and appearance. How-
ever, even with FPN’s multi-scale approach,
small objects like the ball can remain hard to
detect due to weak spatial cues or low contrast.
Some works, such as the Attentional Feature
Pyramid Network (AFPN) [18], further en-
hance FPNs by introducing attention mecha-
nisms to better focus on important features at
multiple scales.

Attention Mechanisms in CNNs. Attention
mechanisms are powerful tools that enhance
feature representation in CNNs, emphasizing
important information while suppressing irrel-
evant noise. Two modules used in our work
are:

e Squeeze-and-Excitation (SE) blocks, pro-
posed by Hu et al. [13], introduce channel-
wise attention by modeling the interde-
pendencies between feature channels. This
allows the network to recalibrate the im-
portance of different channels, leading to
improved discriminative ability, especially
in cluttered scenes.

e Convolutional Block Attention Module
(CBAM), proposed by Woo et al. [14], ex-
tends this idea by incorporating channel
and spatial attention. CBAM sequentially
applies channel attention followed by spa-
tial attention to refine the feature maps,
making it particularly effective for tasks in-
volving small and occluded objects.

Several studies have demonstrated that in-
tegrating SE or CBAM modules into standard
CNNs improves performance across tasks such
as remote sensing [15] [16], image classifica-
tion, object detection [10] [11] [12], and seg-
mentation [17]. However, their application to
sports analytics, particularly for small object
detection in dynamic environments, has been
limited. In this paper, we explore the benefits
of applying SE and CBAM to enhance the ball
detection capability of an FPN-based network.
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Methodology

In this section, we first describe the
baseline architecture (FootAndBall) [3] that
serves as the foundation for our work. Then,
we present the proposed modifications that in-
volve integrating attention mechanisms —
Squeeze-and-Excitation (SE) [13] and Convo-
lutional Block Attention Module (CBAM) [14]
— to improve the detection of small, challeng-
ing objects such as a ball.

Integration of SE Block in Backbone. We
add a Squeeze-and-Excitation (SE) [13] mod-
ule after the first, third, and fifth convolutional
blocks (Convl, Conv3, and Conv5) in the
backbone. The SE block works by performing
global average pooling across each channel of
the feature map, creating a channel descriptor
that passes through two fully connected layers
with a ReLU and sigmoid activation to learn
the importance of each channel. The output is
used to reweight the input feature map chan-
nels:

Foatod =F - 0 (W1 - ReLU(W, - GAP(F))), (1)

where F is the input feature map GAP is global
average pooling, and W;, W, are the learned
weights. This allows the network to focus on
informative feature channels and improve the
representation of small objects [13] [20]. Fig.
1 represents a diagram of the SE block.

squeeze-and-excitation block E—

Global Foeling
(x1xCl
FC Layer
e ] %am
tx]=Gn

Input

Qutput

HxWxQ) HxWxC)

Fig. 1. Squeeze-and-excitation block

CBAM in Ball Classifier Head. The Convo-
lutional Block Attention Module (CBAM) [14]
enhances channel and spatial attention. We ap-
ply CBAM to the output feature map before the
ball classification head. CBAM sequentially
applies:
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1. Channel attention uses average and max
pooling along the spatial dimension fol-
lowed by shared MLP layers.

Spatial attention, using a convolution over
concatenated average-pooled and max-

pooled feature maps across channels.

The schematic representation of the CBAM
architecture is illustrated in Fig. 2.

Input F Quiput F*

\E

Input F

[

Sharad MLP

A

M poul. Avg pool]  Cany layer

Input F*

Fig. 2. Convolutional Block Attention Module
(CBAM). The top diagram provides a general
overview of the CBAM architecture. The
middle diagram details the Channel Attention
Module. The bottom diagram illustrates the
Spatial Attention Module

This results in a refined feature map:
CBAM(F) = SA(CA(F)) - F, (2)

CAGE) = o (W (Wo(Esog) ) + Wi (Wo(Fia)) ) ()
SA(F)=0¢ (f7X7([FaSvg: Frflax]))' (4)

Modified Network Architecture Overview.
The overall architecture remains fully convo-
lutional and lightweight but with improved at-
tention modeling. The SE-enhanced backbone
generates richer feature maps, while the
CBAM-augmented detection head improves
ball localization precision. Fig. 3 illustrates the
modified network architecture, where the SE
modules are integrated into the first, third, and
fifth convolutional blocks, and the CMAB
module is integrated into the ball classification
layer. A schematic comparison between the
original and modified models is provided in
Table 1.

e

Conv 32 filters 1x1

Conv 64 filters 3x3

Conv 64 filters 3x3

Conv 4 filters 3x3
Conv 32 filters BE

Max Pool 2x2-

Conv 64 filters 3x3 Conv 32 filters 1x1

Conv 64 filters 3x:

Max Pool 2x2
SE block:
Conv 32 filters 3x3
Conv 32 filters 3x3

Conv 32 filters 1x1

Max Pool 2x2. B

Conv 2 filters 3x3
Conv 32 filtersaxE

Conv 2 filters 3x3
CBAM%

Conv 32 filters 3x3
Conv 32 filters 3x3

R J

Conv 32 filters 1x1

Max Pool 2x2
SE block
Conv 16 filters 3x3:

\l—’—l

—> '
\—tc:unv 32 filters 3x3—. |

Fig. 3. The modified network architecture includes SE layers in blocks Convl, Conv3, and Conv5,
and a CBAM layer in the Ball classifier head
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Comparison of original and modified network

Table 1.

architectures
Block FootAndBall Modified JOutput
layers Network Ar-size
chitecture
layers
Convl 16 filters 3x3 |16 filters 3x3 w/2, h/2,
MaxPool 2x2 |SE block 16
MaxPool 2x2
Conv2 32 filters 3x3 32 filters 3x3 w/4, h/4,
32 filters 3x3 32 filters 3x3 [32
MaxPool 2x2 MaxPool 2x2
Conv3 32 filters 3x3 32 filters 3x3 w/8, h/8,
32 filters 3x3 32 filters 3x3 [32
MaxPool 2x2 [SE block
MaxPool 2x2
Conv4 64 filters 3x3 64 filters 3x3 w/16,
64 filters 3x3 |64 filters 3x3 |h/16, 64
MaxPool 2x2 MaxPool 2x2
Conv5 64 filters 3x3 64 filters 3x3 w/32,
64 filters 3x3 |64 filters 3x3 |h/32, 64
MaxPool 2x2 [SE block
MaxPool 2x2
1x1Conv1 32 filters 1x1 32 filters 1x1 w/4, h/4,
32
1x1Conv2 (32 filters 1x1 32 filters 1x1 w/8, h/8,
32
1x1Conv3 |32 filters 1x1 32 filters 1x1 w/16,
h/16, 32
1x1Conv4 32 filters 1x1 32 filters 1x1 (w/32,
h/32, 32
Ball clas-32 filters 3x3 (32 filters 3x3 (w/4, h/4,
sifier 2 filters 3x3 |(CBAM 1
Sigmoid 2 filters 3x3
Sigmoid
Player 32 filters 3x3 32 filters 3x3 [w/16,
classifier 2 filters 3x3 2 filters 3x3 |h/16, 1
Sigmoid Sigmoid
BBox re-32 filters 3x3 [32 filters 3x3 w/16,
gressor 4 filters 3x3 4 filters 3x3 |h/16, 4

Loss Function. We adopt the same loss func-
tion as in the original FootAndBall model, con-

sisting of®

e Binary cross-entropy losses for ball and

player classification.

e Smooth L1 loss for bounding box regres-

sion, as used in SSD [9] [21].

Let Ly, Ly, Lppox represent the ball classifica-
tion loss, player classification loss, and player
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bounding box loss, respectively. The total loss
is computed as:

1
L= N(aLb + BL, + Lybox) (5)

where a and f are weighting coefficients, and
N is the number of examples in a batch.

Experiments

In this section, we describe the experi-
mental configuration used to evaluate the ef-
fectiveness of the proposed modifications to
the FootAndBall architecture. We assess the
performance of our proposed architecture,
which integrates SE and CBAM modules, and
compare it with the original model.

Datasets. We used the same two datasets that
were used in the baseline study:

e [SSIA-CNR Soccer Dataset [5]: Contains
20,000 annotated frames from professional
matches recorded using six synchronized
Full HD cameras. Each frame is labeled
with ball positions and player bounding
boxes.

e Soccer Player Detection Dataset [22]:
Composed of 2,019 images captured from
two professional football matches, anno-
tated with over 22,000 player locations.
Ball positions are not annotated in this da-
taset.

As in the original paper, we split each dataset
into 80% for training data and 20% for evalua-
tion [3]. Both datasets contain a range of chal-
lenges like motion blur, occlusions, and back-
ground clutter.

Implementation details. We implemented the
model in PyTorch and trained it using Adam
optimizer [23] with a 4-step learning rate
scheduler. The initial learning rate was set to
0.001 and decreased by a factor of 10 at the 10,
25% 50™ and 75™ epochs. This gradual decay
enabled the model to converge quickly in the
early training phases and allowed a fine-
grained adjustment in later stages. The training
was performed on the NVIDIA RTX 4000 Ada
Generation GPU. The hyperparameters for the
training are represented in Table 2.
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Table 2.
Training hyperparameters
Optimizer Adam
Initial learning 0.001
rate
Learning rate de- | x0.1 at epochs 10, 25, 50,
cay and 75
Epochs 100
Batch size 16

To enhance the generalization, we applied data
augmentation techniques, including random
cropping and flipping [24].

Evaluation metrics. We use the Average Pre-
cision (AP) metric, a standard object detection
metric described in the Pascal VOC challenge
[25]. Ball detection AP is computed based on
maximum values in the confidence map
matching the ground truth position. Player de-
tection is calculated based on predicted bound-
ing boxes with an Intersection over Union
(IoU) threshold of 0.5. We also report model
size (number of trainable parameters) to evalu-
ate efficiency.

Results. Table 3 compares the original model
with the proposed enhanced version. We com-
pare the Average Precision for Ball and Player
detection on the ISSIA-CNR dataset and
player detection on the Soccer Player Detec-
tion dataset.

Table 3.

Evaluation results of the original model in
comparison with the enhanced model

Model Ball [Player Mean |Player Params
AP |AP |AP AP
(IS- (SPD)
SIA)
FootAndBall|0.909]0.921 |0.915 |0.885 [199K
SE + CBAM |0.927/0.917 10.922 [0.871 200K

Our final model with SE and CBAM
blocks shows the highest ball detection accu-
racy, outperforming the baseline by 2% AP
gain. Player detection performance is also
maintained at the same level. Despite the
added attention layers, the model remains
lightweight with a slightly increased number of

parameters. Fig. 4 illustrates a comparative
analysis of classification outcomes between
the original and proposed models, highlighting
instances where the original results are inade-
quate. In contrast, the proposed model success-
fully classifies the ball, demonstrating its en-
hanced efficacy.

o
i
P

Fig. 4. Comparison of ball classification
results: the top row displays failed
classifications from the original model, while
the bottom row illustrates successful
classifications from the proposed model

Discussion

The experimental results show that the
integration of Squeeze-and-Excitation (SE)
[13] and Convolutional Block Attention Mod-
ule (CBAM) [14] blocks into the FootAndBall
architecture improves the performance of the
model for the task of ball detection. This is a
significant advancement, as accurate ball de-
tection remains one of the most complicated
tasks in football video analysis owing to its
small size, frequent occlusions, motion blur,
and visual similarity to player gear and back-
ground elements [3] [4].

Adding SE blocks in the backbone en-
hances the model’s ability to emphasize in-
formative feature channels while suppressing
less relevant ones. This aligns with prior find-
ings that SE improves model sensitivity to sub-
tle visual cues in cluttered scenes [13] [20]. In
our case, the SE-enhanced backbone produces
stronger features for ball detection. Similar
channel-wise recalibration strategies have also
proven effective in other small object detection
contexts, such as traffic sign detection [11].

Including CBAM in the ball detection
head applies channel and spatial attention. It
allows the model to focus on small spatial re-
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gions with high semantic relevance, such as re-
gions that contain fast-moving objects. This
spatial attention appears to help to distinguish
false positives like white socks, pitch lines, or
advertisements from the ball distractors, which
is one of the frequent issues in the baseline
model.

Combining SE and CBAM yields the
highest accuracy, confirming their comple-
mentary nature. SE enhances global channel
interactions during feature extraction, while
CBAM introduces localized attention refine-
ments before detection [14]. Similar hybrid at-
tention strategies have succeeded in medical
image analysis [17] and aerial image object de-
tection [15] [16], where high-level semantics
and spatial precision are critical.

Despite the additional attention layers,
the proposed model remains comparably small
and capable of real-time performance. This
echoes trends in lightweight attention integra-
tion found in mobile-focused detection models
like MobileNetV3 [26]. Our enhancements in-
creased detection accuracy without a signifi-
cant trade-off in model size.

However, some challenges remain. The
model occasionally fails in edge cases involv-
ing heavy occlusion or extreme motion blur,
conditions common in real-world sports foot-
age. Fig. 5 illustrates challenging frames where
the model either could not detect the ball or in-
correctly identified it in its absence. Because
our system processes frames independently, it
cannot exploit temporal continuity to reinforce
uncertain predictions. Techniques such as tem-
poral feature aggregation or recurrent modules
have been shown to improve consistency [27]
[28] in video-based detection tasks and could
be beneficial here.

(b)

Fig. 5. Examples of model misidentifications,
showing a false positive detection (a) and
missed detections (b) of the ball
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Overall, the results support our hypoth-
esis that attention mechanisms considerably
enhance the detection of small, context-sensi-
tive objects in sports videos. The proposed ap-
proach balances accuracy and computational
efficiency, making it suitable for real-time
sports analytics systems.

Conclusion

This paper presents an enhanced deep
learning architecture for joint player and ball
detection in football match videos. Building on
the original FootAndBall model, we introduce
two attention mechanisms — Squeeze-and-Ex-
citation (SE) [13] and Convolutional Block At-
tention Module (CBAM) [14] — to enhance
the accuracy of ball detection, a task known to
be difficult due to its small size, high motion,
and frequent occlusion [4].

By integrating SE blocks into the fea-
ture extraction backbone, we enabled the net-
work to adaptively recalibrate channel-wise
feature responses adaptively, enhancing its dis-
criminative power in complex scenes [13][20].
Additionally, incorporating CBAM into the
ball detection head improved the network’s
ability to focus on relevant spatial regions, sig-
nificantly increasing its precision in identify-
ing the ball amidst cluttered backgrounds. We
also proposed a 4-step learning rate schedule,
which helped improve training stability and
convergence over time.

Our experiments on the ISSIA-CNR
[5] and Soccer Player Detection [22] datasets
demonstrated that the proposed attention-
based enhancements lead to notable improve-
ments in detection accuracy, particularly for
the ball, increasing the accuracy by 2%, while
maintaining real-time inference speed and
model efficiency. These results validate the ef-
fectiveness of lightweight attention modules in
sports video analysis systems.

While the proposed model achieved
strong results, several opportunities for further
improvement exist, such as temporal modeling.
Our current approach operates on single
frames, without leveraging temporal con-
sistency. Incorporating temporal information
through optical flow, frame-level feature ag-
gregation, or recurrent networks (e.g., Con-
vLSTM or 3D CNNs) could enhance robust-
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ness, especially in motion blur or occlusion
scenarios [27] [28].

Overall, our results highlight that atten-

tion mechanisms are a promising avenue for
improving small-object detection in sports an-
alytics. The proposed system offers a solid
foundation for future research and real-world
applications in football match analysis by com-
bining architectural innovation with efficiency
considerations.
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