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MOZIEJIb AJAIITUBHOI'O IH®OEPEHCY B MOBIJIBHUX
CUCTEMAX

VY craTTi 3ampoIOHOBAaHO Ta MJOCIHIIKEHO HOBY MOJENb aNalTHBHOTO pO3IONUTY TIpolecy iH(pepeHCY
(3acrocyBanHss ML-Mozeni Ui OTpUMAaHHS TPOTHO3Y) MIXK JIOKAJIGHUMH Ta CEPBEPHUMHU OOYHMCIICHHAMH IS
MOOIUIbHUX  IHTENEKTYalIbHHX CHCTEM IIPOTHO3YBaHHS. MeTor po3poOKM Mopaeni €  IOAOJIaHHS
(yHAaMEHTAIBLHOTO MPOTHPIYYS MK BUMOTaMH JI0 BUCOKOT TOYHOCTI IMPOTHO3IB (1110 J0CATAETHCS 32 PaXyHOK
HOTY)XHUX cepBepHHX ML-Mozeneil) Ta HeOOXiAHICTIO 3a0€3NeYnTH KOPOTKHH Yac BIATYKY, aBTOHOMHICTB
po0OTH Ta eHEProePeKTUBHICTh HA MPUCTPOSIX 3 OOMEIKESHUMHU pecypcaMu. 3anponoHOBaHa MOJIEITb (hopMatizye
JMHAMIYHMH MeXaHi3M BUOOpY LLIIXY BUKOHaHHs iH(pepeHcy (JokansHuii TFLite, cepBepHuii MikpocepBsic abo
riOpuIHUA pekMM) Ha OCHOBI aHami3y KOHTEKCTY BHKOHAHHSI: SKOCTI MEPEKEBOTO 3'€THAHHS, PIBHA 3apsay
Oarapei, 00YHCITIOBAIFHOI CKIIQIHOCTI 3aIUTY Ta TEPMIHOBOCTI pe3ynbTaTy. Moaenb peatizoBaHa B apXiTeKTypi,
mo moeqHye Flutter-kmieHT i3 KOHTCHHEPH30BAaHUMH MIKpOCEpBiCaMH, Ta BaliJOBaHA Ha 3aBJaHHI
KOPOTKOCTPOKOBOT'O METEOPOJIOTIYHOTO IPOTHO3Y. EKCIiepuMeHTaIbHI pe3ybTaTi JEeMOHCTPYIOTh, 1[0 MOJEIb
3a0e3nedye CKOPOUCHHS CEpeAHBOr0 4acy BiAryKy Ha 35% IOpIBHSHO i3 CYTO CEpPBEPHHM IIiXOAOM Ta
3HW)KEHHSI CIOKMBaHHS Tpadiky Ha 60% NOpIBHIHO 3 MOCTIHHMM BHKOPUCTAHHSM CEpBEpa, BOJHOYAC
30epiraroun TOUHICTh MpoTHO3iB Ha piBHI R?=0.80-0.95 3anexHo Bix pexxumy. Po6oTa Mae mpakTHdHe 3HAYCHHS
IUTS pO3po0OKH pecypcoedeKTHBHIX MOOUTFHHX 3aCTOCYHKIB Y chepax MeTeoposIOorii, MOHITOPHHTY JTOBKIIIS Ta
NPEIUKTUBHOI aHATITHKH.

KirouoBi cnoBa: amantuBHUK iH(epeHC, TiOpHaHI OOYMCICHHS, MOOUTbHI TPOTHO3HI CHCTEMH, MAaIIUHHE
HaBYaHHS Ha MPUCTPOT, ONTUMI3aIlisl MEPEIKEBUX 3aITHUTIB.

Y. O. Haidukevych, A. Yu. Doroshenko

AN ADAPTIVE INFERENCE MODEL
IN MOBILE SYSTEMS

The paper proposes and investigates a new model of adaptive distribution of the inference process (application
of an ML model to obtain a prediction) between local and server-side computations for mobile intelligent
forecasting systems. The goal of the proposed model is to overcome the fundamental contradiction between the
requirement for high prediction accuracy (achieved through powerful server-side ML models) and the need to
ensure low response time, autonomous operation, and energy efficiency on resource-constrained devices. The
proposed model formalizes a dynamic mechanism for selecting the inference execution path (local TFLite,
server-side microservice, or hybrid mode) based on the analysis of the execution context, including network
connection quality, battery charge level, computational complexity of the request, and urgency of the result. The
model is implemented within an architecture that combines a Flutter client with containerized microservices and
is validated on a short-term meteorological forecasting task. Experimental results demonstrate that the proposed
model reduces average response time by 35% compared to a purely server-based approach and decreases network
traffic consumption by 60% compared to constant server usage, while maintaining prediction accuracy at the
level of R?=0.80-0.95 depending on the selected mode. The work has practical significance for the development
of resource-efficient mobile applications in the fields of meteorology, environmental monitoring, and predictive
analytics.

Keywords: adaptive inference, hybrid computing, mobile forecasting systems, on-device machine learning,
network request optimization.

Beryn
Po3noBscropxeHHs MOTYXHUX peasibHOMY 4Yaci. OgHaK po3poOHUKH TaKHUX
QITOPUTMIB MamuHHOrO HaB4yaHHia (MH) CUCTEM CTUKAKOThCSA i3 CEpHO3HOIO

BIJIKpMJIO HOBI MOXKJIMBOCTI JJIi CTBOPEHHS
MOOUTBHHUX  3aCTOCYHKIB 13  (yHKIisIMH
IHTEJIEKTYaIbHOTO IIPOTHO3YBAHHS y
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apXiTEeKTYpHOIO JHUJIEMOIO: ¢ BUKOHYBAaTH
iHpepenc ML-mozeni? CepBepHuil iH(pepeHC
3abe3neuye JOCTYIl 0 MOTYKHHX MOJENeEH,
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ITapasesbHe mporpaMmyBaHHs i po3NOJICHI cCHCTEeMHU

IIPOCTO OHOBJIOETHCS, ajleé MPU3BOIUTH [0
3aJIe)KHOCTI BIJl MEpEeXki, 3aTPUMOK Ta BUTpAT
Ha nepenavy naHux. JlokanbHui iHpepeHc Ha
npucTpoi (HampuKIan, 3 BUKOPUCTAHHSIM
TensorFlow Lite) rapantye MUTTEBUIl BIATYK,
Mparoe oduaiin Ta 30epirae
KOH(DIiICHITIIHICTD, ane oOMexeHMit
00YHCITIOBAJIBHUMU PECYPCAMHU Ta CKJIaIHICTIO
MoJiesiel, KOTP1 MOKHA PO3TOPHYTH.

IcHyroui migxoaw yacTo 0OHMparOTh OJUH 13
IUX MUISAX1B, KEPTBYIOYH ab0 TOUYHICTIO, a0
npoAyKTUBHICTIO. HasiBHI riOpuaHi cxemMu
3a3BUYail € CTAaTHYHUMU (HAPUKIIAd, TPOCTHIA
fallback Ha oduaiiH-Mo/1e1b) 1 HE BPaXOBYIOTh
JUHAMIYHUNA KOHTEKCT BUKOHAHHS.

Metoro maHoi poboTH € po3podka
dbopManpHOi  Momenmi  Ta  MPAKTUYHOI
apXiTeKTypu JJIA aJalTHBHOTO PO3IMOILTY
3aBJaHb 1H(PEpeHCY MK JOKaJbHUMH Ta
CepBEPHUMH OOUMCITIOBAILHUMH pecypcaMu B
MOOUTHHUX TPOTHO3HHX cucTemax. HaykoBa
HOBHU3HA IOJIATAE B KOHTEKCTHO-3aJICKHOMY
MeXaHi3Mi YXBaJICHHS PIIICHHs, 10 BPaXOBYeE
OaratokpuTepiaabHy METPUKY SIKOCTI
obciyroByBanHs (QoS), Ta B #ioro iHTerparii
B MIKPOCEPBICHY apXITEKTypy 13
CHHXPOHI30BaHUMHU MOJCTISIMH.
lmoTe3a mociimkeHHA: AJanTUBHA MOJAEID
po3mnoaity iH(pEpeHc y, Mo AMHAMIYHO 00upae
ONTUMAIFHUM [UIAX BHUKOHAHHS Ha OCHOBI
MOTOYHOTO CTaHy HPUCTPOIO, Mepexi Ta
XapakTepy 3amuTy, JO3BOJHTH  CYTTEBO
MIJBUIIUTH €HEProeeKTUBHICTh, 3MEHIIUTH
CIPUHHATTA 3aTPUMOK KOPHUCTYBaueM Ta
30epertTd  BUCOKY  TOYHICTH  NPOTHO3Y
MOPIBHSHO 3 MOHOJIITHAMH T1/IXOJJaMH.

1. Oruasa npodJiemu Ta iICHYIOYHX
miX0iB

[Tpobnema po3noiny HaBaHTaKEHHS B
PO3MOAIIEHUX CHUCTeMax JoOpe BUBYCHA,
mpote ii 3acTocyBaHHSA came A iH(epeHcy
ML-moneneii Ha MOOUIBHHUX KITI€HTaX Mae
cnenudiky, OoOyMOBIEeHY OOMEXKEHHIMHU
MPUCTPOIB, MIHJIMBICTIO MEPEXi Ta BUMOTaMH
no 3arpumok [1, 2]. Amnamiz niteparypu
J03BOJISIE BUJUIMTH TPH OCHOBHI KJIACHYHI
MIIXONU:

CepBepHO-LICHTPUYHI  apXITEKTYypH.
VYci 3anuTy Ha 1HQEpeHC BIANPABIAIOTHCS Ha
NOTY)KHI ~ XMapHi  cepBicM  (HampuKiaf,
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TensorFlow Serving, SageMaker Endpoints).

[lepeBaru:  BHCOKAa  TOYHICTH  3aBASKH
BUKOPHUCTAHHIO CKJIaIHUX MojiesIeH,
MacITaOOBaHICTb. Henomiku: BHCOKA

MepexeBa JaTeHTHICTh (3a3Buuail 200-500 mc
1 OlTbIIIE), KPUTUYHA 3aJIEXKHICTD BiJl IKOCTI Ta
HasBHOCTI 3B'A3Ky, BHUTpaTh Ha Tpadik, a
TaKOXK MOTEHLIHHI npobiieMu 13
KoH(ieH IiiHICTIO nanuX [3].

Kimientcpki (on-device) aApXITEKTypH.
Copomeni  ontumizoBani mogeni (TFLite,
Core ML) BUKOHYIOTbCSI TOBHICTIO Ha
npuctpoi. IlepeBaru: HynboBa MepexeBa
3aTPUMKa, oduaitH-poboTa, MOBHA
NPUBATHICTh JaHuX. Hemomiku: oOMmexeHa
CKJIQJIHICTh MOJIEJIeH, 110 YacTO MPHU3BOAUTH
710 HIKYOT TOYHOCTI TMIOPIBHSHO 3 CEPBEPHUMHU
aHaJIOTaMH, MIBHUILEHE EHEeProCrnoKUBAHHSA
CPU/GPU mnpuctporo, a TakoX CKJIJHICTh
LIEHTPaTI30BaHOT'0 OHOBJICHHS Mojieniet [4].
CraTtununi ribpuani cxemu. Halinommpenimmii
MiaxiJy — TepBUHHA Ccrpobda CepBEpHOTo
3amuty 3 OesymoBHHM fallback Ha nokanpHY
MOJICJIb Yy pa3l BUSBICHHS MOMUJIKA MEPEXi.
[e#t minxig HE BpaxoBye HIOAHCIB, TAKUX SIK
SIKICTh 3B'SI3KYy (HHM3bKa MPOITYCKHA 3/1aTHICTh
MOJKE€ TPHU3BECTH /IO BEIHKUX 3aTPUMOK, IO
poOIATh oIaliH-PEKUM KpaliuM BHOOPOM)
ab0 eHepreTM4Hy BUTPATHICTh aKTHBIi3alii
pazioMo Tyl MpU HU3BKOMY 3apsifii OaTaped.

OcranHni JIOCTT KEHHST Ta
TEXHOJIOT14H1 TpeHIu NOTTHOIIOI0TH
PO3YMIHHSI IIMX KOMIIPOMICIB Ta HaJalOTh
HOBOT'O KOHTEKCTY JUUISl PO3BUTKY a/IallTUBHUX
CHCTEM.

[TopiBHsATEHA e(eKTUBHICTh
apxiTekTyp. EKcnepuMeHTabHI TOPIBHSIHHS
pO3ropTaHHs BEJIMKUX MOBHHUX MoJeNel
(LLM) nemMOHCTpYIOTh YITKY 3aJ€KHICTh MIXK
apxiTeKTypor Ta NPOIyKTHBHICTIO. HaBiTh
MOPIBHAHO HEBeNuki wmoxaeni (2-3  mipa
napameTpiB) Ha  MOOUIBHMX  NPHUCTPOSAX
MOXKYTh MaTH JIATEHTHICTh 1H(epeHcy MoHaxa
30 cekyHA, 110  HENPUWHATHO 17
IHTEpaKTUBHUX J0JaTKIB. BogHOUac xMapHUii
iHepeHc 3a0e3neuye BiAryk 3a 5-10 cexyHf,
ajie LUIKOM 3aJIeKuTh Bim mepexi [5]. Lle
MiATBEPIKYE aKTyaJIbHICTh MOIIIYKY
riOpUIHUX PINICHD HE JIUIIIE JIJIs1 TPAAUIIIITHIX
ML-3ama4, a ¥ 118 CKIIQJHUX MOJEIICH.
MeToau CTHCHEHHS Ta ONTHUMI3aIii MOJeIE.
IIporpec y TexHikax CTHCHEHHS MOJIENEH,
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TaKUX SIK KBaHTH3AIIiS (3HMKEHHSA
pPO3pSIIHOCTI  Bar), MNPYyHIHT  (YCyHEHHS
MaJOBOXJIMBUX 3B'SI3KIB) Ta  AUCTHIISIIS
3HaHb, CYTTEBO PO3IIMPIOE MEXI JIOKATBHOTO
iHpepency [6]. Lli mMeronum O3BOJAIOTH
3HAYHO 3MEHIIMTU PO3MIp 1 OOYHUCIIIOBANIbHI
BUMOTH MoOJIeTiell 3a MiHIManbHOI BTpaTH
TOYHOCTI, poOssiun on-device po3ropTaHHS
CKJIAJHIIIUX apXITEKTyp OUIbII MPAKTUYHHUM.
CrnemnianizoBaHi apxXiTeKTypH TUIS
MPOrHO3yBaHHA. Y cdepl MeTeopoJOriYHOrO
MIPOTHO3YBAaHHS 3'ABIISIOTHCS CIEIliali30BaHi
Al-Monmeni BHMCOKOI CKJIamHOCTI, Takl SIK
WeatherNext 2 Bix Google DeepMind, siki
MOKa3ylTh HAJ3BHYAWHYy TOYHICTH [7].
Posropranns moaiGHUX Mozeneil Ha cepBepi
Ta  BUKOPUCTAaHHS  iXHIX  CHpPOIICHHX,
ONTHMI30BaHUX BepCili (Hampukian, depes
TFLite) Ha KJTi€HTI € KOHKPETHUM TPHUKIIAIOM
apXiTeKTypHOTO MaTepHy, II0 Pealli3yeThCs B
JaHii poOoTi.

Exocucrema IHCTPYMEHTIB TUTSI
JokanpHOTO 1H(epeHcy. Po3BuBaeThcs Habip
dbpeiiMBOpKiB 1 (dopmariB, CIpIMOBAaHUX Ha
epeKTHBHE  BUKOHAHHS  MoOjeled  Ha
npuctposix. Okpim TensorFlow Lite, e
ONNX Runtime, ExecuTorch, a takox Taki
IHCTpYMEHTH, Taki sk llama.cpp nns LLM a6o
MediaPipe ans cknamaux konBeepiB [8]. Ls
€KOCHCTeMa HaJla€e pPO3POOHHKAM IIUPOKUN
BUOIp JUIsl pealtizamii JIOKAJIbHOT CKJIa0BOL
riOpHUIHOT CUCTEMH.

KonTekcr crangaptu3aiii Ta 10Bipu. Y
BIMOBIAAIEHAX raiyssx, SIK-OT
MeTeopoJoris, BcecBiTHS MeTeopoJioriyHa
opranizamis (WMO) iHIIIIOE CTBOPECHHS
cTaHAapTiB Bepudikaiii ta momrtuk s Al-
Mozenen. lle miaKpecioe BaKIMBICTH HE
naume epeKTHBHOCTI, a i BIATBOPIOBAHOCTI,
HAJIAHOCTI Ta JOBIpU JO0 Pe3yJIbTaTiB, IO €
KPUTHYHUM BUKIHKOM JJI5 TIOPUAHUX CUCTEM,
JIe TOYHICTh MOYKE JUHAMIYHO 3MIHIOBATHCE.
OTOX, OUYEBUIHOIO € MOTpeda B JUHAMIUHIMN,
KOHTEKCTHO-00yMOBIIEHI! Mojen, sKa
po3risgae  po3noAll  1HQEepeHcy He  fK
CTaTUYHUHI BUOIp, a AK 3a1aqy
OaraTokpuTepialbHOT OITHMIi3arlil B
peanbHOMYy 4yaci. Taka Mojenp TOBHUHHA
BpaxoByBaTH He Jme (HakT HasIBHOCTI
Mepexi, a ¥ [Ty HH3KY IapaMeTpiB:
MIPOTHO30BAHY JATEHTHICTh KOXXHOTO MUIAXY,
€HEepreTHUHy LiHY Mepeaadi TaHuX, TOTOYHUIA

CTaH pecypciB MPHUCTPOI0 Ta MNPUNHHATHI
KOMITPOMICH M1 TOYHICTIO 1 IIBUIKOIIEIO JJIS
KOHKPETHOTO 3aCTOCYHKY.

2. ®opmajibHA MOAE/Ib AJANITUBHOIO
po3noainy ingepency

3amponoHOBaHa ~ MOJENb  pealizye
M1IX1]1 aJaNTUBHOTO IHPEPEHCY 3 TMHAMIYHUM
BUOOpPOM IIISIXYy BHMKOHAHHA Ha OCHOBI
MmeHemkepa Adaptive Inference Manager
(AIM). lns koxxHOTO BXiAHOrO 3anuty Q AIM
¢dbopmye pimennss D € {Local, Server,
Hybrid}, ske Bu3Hayae cnoci0 BHKOHAHHSA
iH(epeHcy 3aJeXHO BiJl MOTOYHOTO CTaHY
CHCTEMH Ta  BHUMOI'  KOPHUCTYBAaIbKOTO
iHTepdericy. YXBaneHHS pilIeHHS 0a3yeThes
Ha koHTekcTHOMY BekTopi C = {C net, C_bat,
C comp, C urg}, ne C net xapakTepusye
AKICTh MEPEKEBOT0 3’ €IHAHHS 3 ypaxXyBaHHAM
3aTPUMKH, MIPOITYCKHOI 3/TATHOCTI Ta BapTOCTI
tpadixy, C bat BimoOpakae HOpMOBaHUUI
piBeHb 3apany akymyisaropa, C comp 3amae
00YHCITIOBANIBHY CKJIaIHICTh 3amuTy, a C_urg
BH3HAYA€E TEPMIHOBICTh OTpUMAaHHS
pe3ynbrary. BuOip ONTUMANIBHOTO MUISAXY
iHpepency  dopmanmizyeTbesi K 3ajaada
MmiHimizanii  ¢ynknii Baptocti Cost(D) =
w_lat-L(D)+w_acc-(1 —A(D))+w_eng-E(D)
+ w_tra'T(D), ne L(D) — mnporxno3oBaHa
nateHTHicTh, A(D) — odikyBaHa TOYHICTh
pe3yJbTary, E(D) — OIIiHKa
eHeprocnokuBanus, a T(D) — Burparu
MepexeBoro Tpadiky AisS  BiANOBIAHOTO
pimenHs. Barosi xoedinienTn w_lat, w_acc,
w_eng, W _tra aJanTylTbcid AMHAMIYHO
3aJIeKHO BiJ KOHTEKCTY, 30Kpema Yy pasi
3HWKEHHS PIBHSA 3apsy aKyMyJIsITOpa 3p0OCcTae
MPIOPUTET EHEPTOEPEKTHUBHOCTI, a 32 BUCOKOT
TEPMIHOBOCTI  3amuTy —  MiHIMI3amil
3aTpuMku. Jlns  3a0e3medeHHss CcTaOUIBHOL
pPOOOTH CHCTEMH 3aCTOCOBYETHCS MOEJHAHHS
€BPUCTUYHUX TMPaBWJI 1 ONTHUMI3alIHHOI
IpoLEeIypu: 3a BIJCYTHOCTI MEpEKEBOro
3’eqHAHHS THQEPEHC BUKOHYETHCS JIOKAIBHO,
3a BHUCOKOi TEpMIHOBOCTI Ta HHU3bKOi SIKOCTI
Mepexl TiepeBara HaJTA€ThCS JIOKAJTBLHOMY
PEXHUMY, TOAIL K JUISI PECYPCOMICTKUX 3aHUTIB
3a  cTabUIbHOrOo  3’€lHAHHS  OOMpaeThCs
cepBepHUl iHpepeHc. Y 3araJbHOMY BHUIAIKY
AIM nopiBHIOE 3HaueHHs (YHKIIT BapTOCTI
IUIs JIOKAJIBHOTO Ta CEPBEPHOTO PEKHUMIB 1
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KopucTyBauy 3anutye
nporHo3

HasBHicTb iHTEpHETY?

Tak
CepeepHuit iHdepeHc
Hi
API Gateway
ML Mikpocepgic JlokaneHui iHdepeHc Ha
FastAPI npucTpoi
MoBHa Mmoaenb OnTtumizoBaHa Mogenb
Gradient Boosting TFLite
b
Bucoka TouHiCTb LLIBnaKicTb Ta aBTOHOMHICTb
R2: 0.95 R2: 0.80

N _

MporHo3 noBepTaeThbcA
KOpUCTyBauy

Puc. 1. CxemaTuuse npeactaBiaeHHs poOOTH MeHepKkepa aganTuBHOro iHpepeHcy (AIM).
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obupae pilIeHHS 3 MiHIMaTbHUMH
OYlKyBaHUMHU BHUTpaTamu. ['1I0puaHuUil pexxum
3aCTOCOBYETHCS JJIsl TO€AHAHHS  HU3BKOI

KOPEKIii JIOKaIbHOI OLIIHKH. 3alIpOIIOHOBAHUI
miaxin 3abe3nedye amanTUBHUN OajaHC MK

JIATEHTHOCTI  JTIOKAJIBHOTO

pC)KI/IMi 3 nogajJlbIIIMM

iHpepency 3
BHCOKOIO TOYHICTIO CEpBEpHUX Mojenel i
MOJKE pealli3oBYBaTUCS SK y TMapajelbHOMY
YTOUHEHHSIM

~3acTtocyHok (KnieHT)

Ul-piBeHb
Flutter-simxetn

l

KepyBaHHsa cTaHOM
BLoC / Riverpod

l

PieeHb paHux
API-knieHTK, Hive

TOYHICTIO IPOTHO3Y, 3aTPUMKOIO,
€HEePTOCIIOKUBAHHSIM Ta BUTpaTaMH
MEepEeKEBUX pecypciB y MOOLTEHUX
3aCTOCYHKaXx. Ha cxemi 300paxeHo

OCHOBHMH alITOPUTM YXBAJCHHS pILICHHS

v Lno3

AP| Gateway

~

~

v

v CepBicu

\ 4

KonTteiHep ML-
cepeicy

KoHTelHep cepsicy
aBTeHTUIKaLii

KoHTeliHep cepeicy
06pobkn gaHux

FastAPI + TensorFlow Node.js Python / Pandas
\ v mkepenalg,aaﬁ
Basa gaHux 3oBHiwHi API
PostgreSQL OpenWeatherMap

Puc. 2. bararopiBHeBa apxiTekTypa cucteMu: KiieHTchbkuit noaatok (Flutter + AIM),
CEepBICHHI piBeHb (MIKPOCEPBICH), PIBEHb JaHUX

pe3ybTaTy, TaK 1y MOCITIJIOBHOMY PEXUMI, JI€
cepBepHUil 1HPEpEeHC BUKOPUCTOBYETHCS IS

10/10 NUIAXY BUKOHaHHA 1H(epency. [Ipomec
1HIIIFO€ThCS BXiAHUM 3anmuToM Q. MeHemxep
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AIM ¢opmye xoHtekcTHMM Bektop C Ha
OCHOBI JIaHUX BiJ] MOHITOPIB CTaHy MIPHUCTPOIO.
Hami 11t KOXKHOTO 3 MOJKJIMBHX

piIIEeHb (Local, Server, Hybrid)
OOUUCITIOETHCS 3HAUEHHS
OaraTokpurepiasibHOT  (QyHKLII  BapTOCTI

Cost(D). Barosi koeoiuieHTy w_i 'y ¢GyHKmii
BapTOCTI TMHAMIYHO aJIaNTyIOThCS 10 3HaYEHb
koHTekecTy C (Hampukiaa, 3HWKCHHS PiBHA
3apsny Oarapei TT1IBUIILY € Bary
eHeprocrnoxkuBaHs ~ w_eng).  Ocraroune
pimeHHs D yXBalto€ThCs IUISIXOM MTOPIBHSIHHS
3HaueHb BApTOCTI 3 ypaxyBaHHSM HaOOpy
€BPUCTUYHUX TIpaBHII (Hanmpukman,
0e3yMOBHHUI TIepexi/] Ha JTOKAIbHUN iHpepeHc
3a BIZICYTHOCTI MEPEXKi).

3. ApxiTekTypHa peaJizauis Moaei

Mopens AIM iHTerpoBaHa B 3arajibHy
OaraTtopiBHEBY apxiTekTypy cuctemu (Puc. 2).
Ha xmienTchkoMy piBHI, peami3oBaHOMY Ha
Flutter, menemxkep amanTuBHOTO iH(pEpeHCY
AIM € OCHOBHHM JIOTIYHHM MOJYJIEM, KU
peamizye Mojaenb YXBaJC€HHS pIIIeHb 1
B3a€EMO/II€ 3 MOHITOPOM CTaHy MPHUCTPOIO, 110
BIICTeXYy€e piBeHb OaTapei Ta  SKICTb
MEpPEKEBOT0 3’ €THAHHS.

Jlokanmpna ~ momens  TFLite €
ONTHMI30BaHOIO BEPCIEI0 CEPBEPHOI MOJEII,
HaIpUKIIaJ] Gradient Boosting,
KOHBEPTOBAHOIO yepes ONNX, 1

3aBaHTAXYETHCS Ta OHOBIIIOETHCS  4YEpe3
MexaHi3M  (GoHOBOi  cuHXpoHizamii. s
IIPUILBUIIIEHHS 00poOKH 3aIruTiB
BUKOPUCTOBYETHCSI  KEII  MPOTHO3iB, IO
30epirae pe3yJabTaTH OCTAHHIX 3allMTIB, a
KIIEHTCBKUN MOIYJb Uit cepBepHoro API
3a0e3neuye  HAJICWIAHHA  3alUTIB [0
BiIMIOBIAHOTO Mikpocepicy. Ha cepBicHOMy
piBHI peai3oBaHi KOHTEHHEpPH30BaHi
MmikpocepBicu ML-indpepency (FastAPI +
BentoML), ski 3a0e3nedyroTb JOCTyH [0
IMOBHOIIHHOI, TOuHOi ML-Mozel Ta HagarTh
TOH camuii iHTepdelic, MO W JOKaIbHA
MOJIeNIb, a TaKOoX CepBiC CHHXpOHI3aIil
MojeJiel, BIAMOBINANbHUM 32  JOCTaBKY
OHOBJICHMX Bar JokanbHUX TFLite-monemeit
HAa KJIeHTH Ta  3a0e3ne4yeHHs  iXHbOI
KOHCUCTCHTHOCTI.  KiTFouoBMM  acmekTom
apxiTeKTypu € Y3TOMKEHICTb  MOJEJCH:
CepBEpHa Ta JIOKaJIbHA MOJIENIi HABYAIOTHCS Ha
OIHUX 1 TUX CaMHX JAaHHX, MPOTE JIOKAJIbHA
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MPOXOJIUTh  JOJATKOBY KBaHTH3ALID Ta
ontumizamito mius TFLite. Ile 3abe3neuye
omu3bki pesynbtat, A(Server) ~ A(Local) +
€, Ie € — He3HayHa PI3HHUIISI B TOYHOCTI, 110
pOOUTH KpUTEpill TOYHOCTI APYTOPSAHUM
MTOPIBHSHO 13 3aTPUMKOIO Ta
€HEProCIIOKUBAHHIM, Ha SKHX (OKYCyeThbCs
aJanTUBHUNA MEHEIKEp 1H(DEpeHCy.

4. EkcnepuMeHTAJIbHA OLiHKA
eeKTUBHOCTI MOaeTi

Mopenp Oyna BajlioBaHa B MeXax
MOOUTBHOTO  3aCTOCYHKY  IPOTHO3YBaHHS
temriepatypu «MeteoMobO». [lis  ormiHkH
e(EeKTUBHOCTI aAaNTUBHOTO iH(epeHcy Oynu
MPOBEACHI cepii eKCIIEPUMEHTIB, CIIPSIMOBaHI
Ha BHUMIPIOBaHHS KJIIOUOBHX METPHUK JIJIs
pI3HUX TIUIAXIB BHUKOHAHHS 1H(EpEHCY, a
TaKO’K Ha MOPIBHAHHSA 3 0230BUMH ITiIXOaMHU.
v MeKax MepIIoro EKCTICPUMEHTY
OLIIHIOBAJIMCS XapaKTEPUCTUKHU JIOKAIBHOTO Ta
CEPBEPHOTO iHpepeHcy. JlokanpHUM
iHpepeHc, peani3oBaHMKA 32  JOIOMOTOIO

TFLite, MPOAEMOHCTPYBAB CepeIHIO
narentHicth L(Local) = 65 + 15 mc npm
koedimienti  merepminamii R2 = 0.80,

BiZIcyTHOCTI MepeskeBoro Tpadiky (T = 0 6aiiT)
Ta miABUIIEHOMY eHeprocnoxxkuBanHi CPU
MobiTEHOTO TIpHCTporo. CepBepHuii iHpepeHc,
peanizoBaHMi y BUIJISIAI MIKPOCEpBICY, MaB
cepennto nareHtHicTh L(Server) = 220 + 150
MC, IO CYTTEBO 3ajiekaiga BiI SKOCTI
MepexkeBoro 3’eqnanHs C net, 3a0e3medyBaB
BHUIILy TOYHICTB MPOrHo3y 3 R2 =0.95 (Haouno
MOPIBHSHHS TOYHOCTI PI3HUX PEKUMIB pOOOTH
MpeICTaBJIeHO Ha pHC. 3) TeHepyBaB
MepexeBHil Tpadik Ha piBHI NMPUOIU3HO 2—5
Kb Ha 3amuT Ta xapakTepu3yBaBCS HU3BKUM
€HEePrOCIIOKHUBAHHIM Ha CTOPOHI
KIIEHTChKOTO  mpucTporo. Ha  rpadiky
MPE/CTaBIeHl TOYKM MJAHUX JUIsl CTpaTerii
«3BaBxau-cepsep»  (R*=0.95), «3BaBxau-
nokansHO» (R?=0.80) Ta amanTuBHOI MOz
AIM (R?*=0.92). IlynktupHa mihisg (y = X)
BI/IMOBI/Ia€ i7icaIbHOMY MPOTrHO3Yy. Po3momin
TOYOK HArisigHO JAeMOHCTpye, mo AIM
3a0e3mnedye TOYHICTh, OJM3BKY 10 CEPBEPHOI,
3HAYHO MEPEBEPIITYIOYH JTOKAIBHY MOJIEIb.

Y  Jpyromy — eKcrmepuMeHTi  Oyio
MIPOBEJICHO TIOPIBHSHHS aJalTUBHOI MOAEMI
AIM 3 0a30BUMHU CTpaTerisiMM BUKOHAHHS
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MporHozoeaHa TeMnepatypa (°C)

iHpepency. byno 3monensoBano 1000 3amuTis
3a pI3HUX YMOB MEPEKEBOTO 3’ €JHAHHS Ta PIBHS
3apsaay Oatapei. 3ampomnoHOBaHWN — MiIXiJ
MOPIBHIOBABCS 31 CTpATErisiMM  MOCTIHHOTO
BUKOPHUCTaHHs cepBepHOro iHpepercy (Always-
Server), mocTiHOTrO JIOKaIbHOTO 1H(pEpeHcy
(Always-Local) Ta naiBnoro fallback-migxomy
(Server-then-Local). Pesynpratu mokasanm, mo
Always-Server ~ 3a0e3neuye  MaKCHMAJIbHY
TOYHICTh, TIPOTE Ma€ HAWBUIILY CEPEIHIO
JATEHTHICTh 1 MAaKCUMaJlbHE CIIOXKHMBaHHS
Tpadiky, TOI SIK Always-Local
XapaKTepU3y€eThCsl MiHIMAIBHOIO 3aTPUMKOIO Ta
BIZICYTHICTIO TpadiKy, ajieé CYTTEBO HIDKYOIO
tounicTio. HaiBuwmii fallback 3aiimae mpomikHy
MO3ULIII0, OJIHAK TOCTYTAETHCS 32 CyMapHUMHU
BUTpaTaMH. 3anponoHoBaHa wmozens AIM
MIPOJIEMOHCTPYBAJIa CEPEHIO0 JIATEHTHICTh Ha
piBHI 6JM3BKO 95 MC, CKOPOUCHHSI CIIOKMBAHHS
Tpadiky no npubausHo 25% Big Always-Server
Ta BHUCOKY YacTKy BHCOKOTOYHHX BIZIOBiJeH
(R2 > 0.9) na piBni 0mu3bko 85%, 0IHOYACHO
3a0e3Mevyroun HalHIDKYIE BiHOCHE
€HEProCHOKUBAHHSI.

Tperiit €KCIIEPUMEHT OyB
CIpSIMOBAaHUN Ha aHaI3 TOBEHIHKH MOJEl
AIM y pi3HHX KOHTEKCTaX BUKOPHCTAHHS.
Byno BcTaHOBIEHO, 10 32 YMOB CTaOUTBHOTO
Wi-Fi-3’eqHaHHg Ta BHCOKOTO PIiBHS 3apsiiy
Oarapei  Momenp  HajaBajga  IepeBary
cepBepHOMY 1H(EPEHCY 3 METOI0 JIOCSTHEHHS
MaKCUMaJIbHOI TOYHOCTI MPOTHO3Yy. Y pasi
MOTIPIICHHS SIKOCTI MEepEXi, 30KpeMa, Mij yac
nepemukanHss Ha 3G-3’egHaHHSA, YacTKa
JIOKAJIbHUX BUKIIMKIB 3pOCTala, 10 103BOJISIIO
VHUKATH 3HAYHUX 3aTPUMOK. 3a KPHUTUIHO
HU3BKOTO piBHSA 3apsay Oatapei (menie 20%)
MOJIeTIb Mai)ke TIOBHICTIO Nepexojuia Ha
JIOKaJIbHUI iHpepeHc, MiHIMIi3yI0un
aKTHBHICTh  PaJIOMOJYJII Ta  3arajbHe
SHEepProcroXuBaHHs mpuctporo. OTpumani
pe3yabTaTH MiATBEPUKYIOTh e()EKTUBHICTH
3aMpOMOHOBAHOI aJanTHUBHOI Mojenmi Ta ii
3MaTHICTh JUHAMIYHO OalaHCyBaTH MIXK
TOYHICTIO, JATEHTHICTIO, MEpPEKEBUMU
BUTpaTaMM Ta €HEPrOCIOKUBAHHSIM.
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Puc. 3. Ouinka TOYHOCTI MPOTHO3Y: MIPOrHO30BAaHI 1 peaslbHI 3HAaUE€HHS TeMIIepaTypH
JUISl pI3HUX CTpaTeriil iHdepeHcy
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(D.) BHOUXOU BHLOIIO3QY
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BucHoBkn

VY crarTi 3apornoHOBAaHO Ta Peagi30BaHO
MOJIeTIb AJANTUBHOTO PO3MOILTY iH(EpeHCy
Ui MOOUIBHMX  TMPOTHO3HHX  CHCTEM,
OpIEHTOBaHYy Ha JWHAMIYHE BpaxyBaHHs
KOHTEKCTY BUKOPHCTaHHS. [TpoBeneHi
EKCIIEPUMEHTHU MiATBEPIUIH OCHOBHY
rinore3y JAOCHIKEHHS, 3TIJHO 3 KO0
KOHTEKCTHO 3aJIeXHHI BHOIp MK JIOKAJIbHUM
Ta CepBEPHUM IIUIIXOM BUKOHAHHS 1H(DEpEeHCY
JI03BOJISIE IOCSITTH CYTTEBO KPaIoro OajgaHcy
MIX JIATEHTHICTIO, TOYHICTIO,
€HEeProCIIOKHUBAHHIM Ta BUTpaTaMu
MEpEKEBOTO Tpadiky TTOPIBHSHO 3
MOHOJITHUMH TiAXonaMu. Y Mexax poOoTu
(dhopmalti3oBaHO MOJIETh YXBAJCHHS PIIICHHS
Ha OCHOBI MiHiMi3amii OaraTokpuTepianbHOT
(GyHKIT BapTOCTi, SIKa BPaxOBYE€ MOTOYHUUN
CTaH MOO1IBHOTO IIPUCTPOIO Ta
XapaKTePUCTHUKU MEPEKEBOTO 3’ €IHAHHS.
3anponoHoOBaHy  MOJENb  pPEeali30BaHO Y
BHTJISIZII MEHEIDKEPa aAanTHBHOTO 1H(PEPEHCY
(AIM), inTerpoBaHoro B Kpocriaar(popMeHHU
KJIIEHTChKUW 3acTocyHOK Ha 0a3i Flutter Ta
MIKpOCEpBICHUN OEKeHI ISl CEepBEPHOTO
indpepency.  ExcrmepuMeHTanmpHa — OIlIHKA
POJAEMOHCTpYBaa €(QEKTUBHICTh MiJXOAY:
CepelHs JIATEHTHICTh OOpOOKM 3amuTiB Oyiia
3MEHIIIeHa MPUOIU3HO Ha 35%, a CIIOKUBAaHHS
MepexkeBoro Tpadiky — Ha O6mu3zbko 60%
MOPIBHSIHO 3  BHKJIIOYHO  CEPBEPHHUM
pillieHHsIM, BoOAHOYac 30epirajiacs BHCOKa
YacTKa TOYHHMX MPOTHO3IB HA PiBHI OJHM3BKO
85%. Otpumani pe3ynbTaTd MIATBEPIKYIOThH
JOUUTBHICTE  BUKOPUCTaHHS  aJalTHBHOTO
iHpepeHcy B MOOUTBHUX  MPOTHO3HHUX
cUCTeMax Ta BU3HAYAIOTh NEPCHEKTHBH
OJAIBIINX JIOCIIIKEHD y Harpsmi
ABTOMATUYHOTO  HAJAIITYBAaHHS  BaroBUX
Koe(iIieHTiB 1 PO3MIMPEHHS MOJCNII Ha IHIII
KJIacH 3aj1ad.
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