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DEVELOPMENT OF DOMAIN THESAURUS AS A SET
OF ONTOLOGY CONCEPTS WITH USE
OF SEMANTIC SIMILARITY AND ELEMENTS
OF COMBINATORIAL OPTIMIZATION

We consider use of ontological background knowledge in intelligent information systems and analyze di-
rections of their reduction in compliance with specifics of particular user task. Such reduction is aimed at
simplification of knowledge processing without loss of significant information. We propose methods of
generation of task thesauri based on domain ontology that contain such subset of ontological concepts and
relations that can be used in task solving. Combinatorial optimization is used for minimization of task the-
saurus. In this approach, semantic similarity estimates are used for determination of concept significance for
user task. Some practical examples of optimized thesauri application for semantic retrieval and competence
analysis demonstrate efficiency of proposed approach.

Keywords: domain ontology, task thesaurus, semantic similarity, combinatorial optimization

Introduction

A lot of intelligent applications need in
background knowledge about domain. Model-
ing of domain is often realized by ontologies.
But processing of unconditioned ontologies is a
complex and hard problem. For many tasks it is
reasonable and acceptable to use various sim-
plified domain models, for example, thesaurus
of domain that is based on domain ontology but
contains the lesser part of domain terms and
does not contain relations between them.

Every concept of domain ontology is
characterized by properties, relations with other
concepts and individuals and other character-
istics. We propose to define some initial subset
of ontology concepts and then define such other
concepts of this ontology that are semantically
similar to concepts from initial subset in context
of user task. This extended set of terms can be
considered as a domain thesaurus and be used
for user task solving. We propose to use combi-
natorial optimization methods (particularly the
knapsack task) for development of the optimized
domain thesaurus that has minimum quantity of
concepts but covers all task-specific needs.

Thesaurus and ontologies
as means of domain knowledge

representation
By definition, “thesaurus” is the study of
term usage in given domains associated to a hu-

© J.V.Rogushina, A.Ya.Gladun, 2021

ISSN 1727-4907. IIpo6aemu nporpamyBanHs. 2021. Ne 2

man activity. A ferm is a sequence of words used
in a given domain and which makes sense in
this domain. In ontological analysis term corre-
sponds to some concept of ontology. Therefore,
thesaurus can be used for domain description.

Domain thesaurus is a sort of termi-
nological base: it is a collection of terms with
some set of relations among them. Now many
thesauri for medical domain, mathematics,
computer science, etc. domains are developed.
They are used for unification of terminology,
for common interpretation of domain knowl-
edge, for integration of independently devel-
oped intelligent software and knowledge bases
etc. Thesauri can be used as a bridge from a
terminological base to document indexing and
for normalization of indexing terms.

Elements of thesaurus can be extracted
from natural language (NL) text by means of
linguistic analysis. Manual thesaurus building
is a hard task and needs much time. But in this
way one can guarantee a good quality of the
collected terms. Automatic thesaurus building
needs less human workforce but the quality
is not guaranteed. It relies on the content and
structuring of document sources, and also on
the methods of NL processing. Another prob-
lem deals with selection of NL texts pertinent
to analyzed domain.

Domain ontologies. We consider that
any human activity that consists of solving dif-

3
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ferent tasks is a characteristic of activity domain.
Task solving needs special knowledge, the same
for all the tasks that can be represented verbally.
Therefore we can speak about special vocabu-
lary of every domain that is used for specifica-
tion of tasks and their solutions in this domain.
A domain is considered as a set of the tasks
that are solved by specialists of this domain. In
process of the task solving all solving subjects
(persons, software agents, etc.) use a finite set of
objects and a finite set of relations among them.
These sets are formed as a result of agreements
about understanding among members of the do-
main community. In the field of the distributed
knowledge management the term “ontology” is
used for explicit conceptualization of some do-
main [1]. The focus of ontologies is not only the
domain terminology, but also the inherent on-
tological structure. It shows which objects ex-
ist in the application domain, how they can be
organized into classes, called concepts, and how
these classes are defined and related.

Every domain has phenomena that peo-
ple allocate as conceptual or physical objects,
connections and situations. With the help of
various language mechanisms such phenom-
ena contacts to the certain descriptors (for ex-
ample, names, noun phrases).

At present the usefulness of domain
ontologies is generally recognized and causes
their wide use. But the elements and the struc-
ture of domain ontologies are not defined uni-
formly in different applications.

Now three main approaches to define
domain ontology are used in intelligent infor-
mation systems (IIS). They are connected with
the ways of ontological analysis application
and deal with different sciences.

The first one — humanitarian approach
— suggests definitions in terms understood in-
tuitively but cannot be used for solving of tech-
nical problems.

The second one — computer approach
— 1s based on some computer languages (such
as OWL, DAML++OIL) for representation of
domain ontology and applied software. It real-
izes the processing of knowledge represented
in these languages. Such approach is the most
useful for development of knowledge bases
(KBs) for IIS.

The third one — mathematical ap-
proach — defines the domain ontologies in

4

mathematical terms or by mathematical con-
structions. This approach is too complex for
applied IIS and is used for finiteness of on-
tology processing algorithm and estimation
of their execution time.

Usually at first step of domain ontology
building the humanitarian approach is used,
then the mathematical model of ontology is
constructed, and at last its software realization
is developed.

Till now no generally accepted univer-
sal definition of domain ontology has been sug-
gested. In [2] different definitions are analyzed.
On the meaningful level domain ontology will
be understood as a set of agreements (domain
term definitions, their commentary, statements
restricting a possible meaning of these terms,
and also a commentary of these statements).
Domain ontology is:

- the part of domain knowledge that is
not to be changed;

- the part of domain knowledge that re-
stricts the meanings of domain terms;

- aset of agreements about the domain;

- an external approximation repre-
sented explicitly of a conceptualization given
implicitly as a subset of the set of all the situa-
tions that can be represented.

All these meanings of the notion of do-
main ontology supplement each other.

For the successful development of
IIS it is necessary to present user knowl-
edge about domain of her/his interests in
some form suitable for computer processing.
The specifications of high-level domain are
formed by integration of the domain struc-
tures of low-level domains. It is important to
achieve an interoperability of domain knowl-
edge representation. Ontological approach is
an appropriate tool for solution of this task.
Ontology is an agreement about common
use of concepts that contains means for rep-
resenting the subject knowledge and agree-
ments on methods of reasons. It can be con-
sidered as the certain description and reflec-
tion of the world in some specific spheres of
interest. Ontology in the most general repre-
sentation consists of: 1) domain terms; 2) re-
lations between these terms that define links
of domain classes and individuals; 3) rules of
their use and interoperation that limit mean-
ings of terms in the context of particular do-
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main [3]. The formal model of domain ontol-
ogy O is an ordered triple O=<X,R,F >,
where X — finite set of domain concepts; R
— finite set of the relations between concepts
of the given subject domain; F — finite set
of interpretation functions of given concepts
and relations.

Domain ontology is a special kind of
knowledge base that contains semantic in-
formation about some domain in interoper-
able and formalized representation. It is a
set of definitions in some formal language of
declarative knowledge fragment focused on
common repeated use by the various applica-
tions and tasks.

Ontological commitments are the agree-
ments aimed at coordination and consistent use
of the common dictionary. The agents (human
beings or software agents) that jointly use the
dictionary do not feel necessity of common
knowledge base: one agent can know some-
thing that other ones don’t know. Agent that
handle the ontology is not required the answers
to all questions that can be formulated with the
help of the common dictionary.

Every domain with the certain subject
of research has it’s own terminology, origi-
nal dictionary used for discussion of typical
objects and processes of this domain. The
library, for example, involves the dictionary
relating to the books, references, bibliogra-
phies, magazines etc. Thus, pattern of domain
is discovered by its dictionary (the set of NL
words that are used in this domain). Clearly,
however, that the specificity of domain is
shown not only in the appropriate dictionary.
Besides, it is necessary:

- to provide strict definitions of gram-
mar managing of combining the dictionary
terms into the statements,

- to clear logic connections between
such statements.

Only when this additional information
is accessible, it is possible to understand both
nature of domain objects and important rela-
tions established between them.

Task thesauri. For description of some
domain is always used the certain set of terms
X . Each of terms designates or describes
some concept or idea from this domain. Aggre-
gate of terms that describes this domain with
pointing the semantic relations between terms

is a thesaurus. Such relations in thesaurus al-
ways specify the presence of semantic connec-
tion between terms. If user needs to solve some
task then he/she selects some subset of X dealt
with this task. This subset can be considered as
a task thesaurus.

The term “thesaurus” for the first time
was used still in XIII century by B.Datiny as
the name of the encyclopedia. In translation
from Greek “thesaurus” means treasure, riches.
The thesaurus is the complete systematized
data set about some field of knowledge allow-
ing the human or the computer to orient in it.
Intelligent information technologies (IIT) con-
sider thesaurus as a dictionary that contains de-
scriptors of the certain field of knowledge with
ordering of their hierarchical and correlative
relations. These descriptors are represented
into thesaurus in alphabetic order but they also
are grouped semantically.

Usually thesauri developed for IIS do
not contain definitions of terms. Some thesauri
can group terms in X (monolingual, bilingual
or multilingual) in a hierarchical taxonomy of
concepts, others present them in alphabetical
order or by a sphere of science.

Task thesaurus is a collection of the
domain terms with indication of the seman-
tic relations between them deal with some
particular task. Formal model of thesaurus
Th is a pair Th=<Ty,, Ry, >, where Ty, is
a finite subset of the domain terms, 77, < X
, where Ry, is a finite subset of the relations
between these domain terms, Ry, < R. Task
thesaurus can be considered as a special case
of domain ontology.

The expressiveness of the associative
relationships in a thesaurus vary and can be as
simple as “related to term” as in term A is re-
lated to term B [4].

Thesaurus databases, created by inter-
national standards, are generally arranged hier-
archically by themes and topics.

Formal definition of task thesaurus is a
list of terms (single-word or multi-word) im-
portant to user task in fixed domain enlarged
by the set of related terms for each term from
the list.

The structure of thesauri is controlled
by international standards that are among the
most influential ever developed for the library
and information field. The main three standards
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define the relations to be used between terms
in monolingual thesauri (ISO 2788:1986), the
additional relations for multilingual thesauri
(ISO 5964:1985), and methods for examin-
ing documents, determining their subjects,
and selecting index terms (ISO 5963:1985).
ISO 2788 contains separate sections cover-
ing indexing terms, compound terms, basic
relationships in a thesaurus, display of terms
and their relationships, and management as-
pects of thesaurus construction. The general
principles in ISO 2788 are considered lan-
guage- and culture-independent. As a result,
ISO 5964:1985 refers to ISO 2788 and uses
it as a point of departure for dealing with the
specific requirements that emerge when a sin-
gle thesaurus attempts to express “conceptual
equivalencies” among terms selected from
more than one natural language [5].

Until recently term “thesaurus” was
used as a synonym of term “ontology”, howev-
er now in IISs with the help of the thesauri fre-
quently describe domain lexicon in a semantic
projection, and ontologies apply for semantics
and pragmatists modeling in a projection to
representation language [6]. The models either
of ontologies or of thesauruses include (as the
basic concepts) the terms and connections be-
tween these terms.

Spheres of task thesauri use in IIS.
Ontologies that differ by expressiveness, vol-
ume, language etc. are widely used in IIS as
a source of background knowledge about do-
main, users and their believes about informa-
tion processing and representing. Task specif-
ics defines the restrictions on used ontologies.
Many researchers differentiate ontologies de-
pending on the complexity of relationships
provided by them into “light weight ontolo-
gies” and “heavyweight ontologies” [7].

Examples of lightweight ontologies are
controlled vocabularies, thesauri and informal
taxonomies. Controlled vocabularies are rep-
resented by list of domain terms. Taxonomies
add hierarchical relations (i.e. “is-a” relation)
between terms of controlled vocabularies,
and therefore we can estimate some semantic
similarity of terms by number of steps between
them in this hierarchy. Thesauri add additional
information to the terms in taxonomies, includ-
ing preferred names, synonyms and relations
to other terms (e.g. “see also”).

6

A lot of thesauri are created for various
spheres of human activities — medical domain,
mathematics, computer science, etc. Thesaurus
can be created for single information resource
(IR), natural language (NL) document or the
set of documents. It can contain all words of
source or some subset of them (for example,
nouns, words of reference vocabulary or con-
cepts of domain ontology). Thesaurus terms
can be extracted from text by means of linguis-
tic analysis or manually.

Now thesauri are widely used in se-
mantic search [8], e-learning [9], competence
analysis [10], and personification of informa-
tion processing in IIS. User models on base
of ontologies can support “personal ontology
view” (POV) — ontological representation of
individual beliefs about domain conceptualiza-
tion [11].

Heavyweight ontologies contain not
only hierarchical term relation but also do-
main-specific ones with various sets of char-
acteristics (e.g. transitive or reflexive) that can
be used for logical reasoning. Processing of
heavyweight ontologies demands more time
and calculation facilities but such ontologies
are much more expressive as compared with
lightweight ontologies. Therefore we try to
propose methods that are aimed at automated
generation of lightweight ontologies (such as
task thesauri) on base of heavyweight ontolo-
gies according to needs of particular user task.

Constructing of task thesauri. Con-
struction of task thesaurus includes such main
steps (Fig. 1):

1. Definition of user task. At first user
has to define particular task that is needed in
background knowledge and to fix description
of this task (by natural language, in some struc-
tured form or by the set of keywords).

2. Selection of domain ontology. The-
sauri construction is based on use of domain on-
tologies of the appropriate areas. Therefore user
needs an appropriate ontology O =< X,R, F >
that can be retrieved from some ontology re-
pository with the help of matching with user
interests description or constructed (manually
or semi-automatically) specially for this task.

3. Generation of the set of thesau-
rus concepts. The main part of task thesauri
Th=<Ty,, Ry, > construction consists  in
building of set T, = X where every t; € Ty,
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User

needs Definition of user task

Ontology

Selection of domain ontology

repository

Task-pertinent
IRs

Ontology
analysis

Generation of the set tools
of thesaurus concepts

Linguistic
analysis

tools

Definition of relations between
thesaurus concepts

. Task

thesaurus

Fig. 1. Main steps and sources of task thesaurus construction

has some semantic matches with some ele-
ment w; € W, of user task description W, that
vVt €Ty,,i=1,n,3w; eW,,. This set can be
enriched by processing of pertinent IRs (user
should independently select the set of IR that
he/she considers relevant to domain of his/her
interests). Every IR is described by not empty
set of the textual documents connected with
this IR - text of content, metadata, results of in-
dexing etc. Task thesaurus is formed as a result
of the automated analysis of these documents
(the user actions are reduced to constructing
of semantic bunches - by linking of each word
of the formed thesaurus with some term of do-
main ontology. Algorithm of NL processing for
thesaurus building is proposed in [12].

4. Definition of relations between the-
saurus concepts. This step provides identifica-
tion of hierarchical (“class-subclass”, “class-
individual”, “is-a””) and synonymic (“see also™)
relations from Ry, R between concepts
from T7;, < X . These relations can be import-
ed from domain ontology, be extracted from
pertinent IRs or be defined manually by user.

In general, task thesaurus can be extend-
ed by thesauri of other pertinent IRs and user
can edit it manually. This approach is used if
task definition is too small and insufficient for

retrieval of necessary data but user has some
additional information about task (Fig. 2).

This approach provides generation
of task thesaurus if user has any information
about task, and this thesaurus contains all do-
main concepts important for task. But such
thesaurus can contain a lot of concepts that are
not used in task solving. It increase the volume
of thesaurus and causes complications of task
solving by IIS

Statement of the problem

For the purpose to reduce the time of
task solving and complexity of analysis we
propose to construct task thesaurus 7h avail-
able for solving of user task that contains a
minimum subset of terms of domain ontology

X |, |< ‘TThj

possible task thesauri that contain all informa-
tion from ontology that can be used for task
solving and |A| is a number of elements of the
set A (sufficiency of information is defined by
user and can be estimated by analysis of IIS
results).

Development of such minimized the-
saurus Th, ., can be based on semantic simi-
larity between domain concepts. They deal

,jzl,_m where Thjare all

min

7



Information Systems

Description
of user task

Select
domain
ontology

Create domain
ontology

Select thesaurus terms
from domain ontology

l

<
N
< >
[[ Domain
ontologies

Select the set of IR

Expand thesaurus
by IR terms
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Set of terms
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Set of terms
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Determ the weight
of thesaurus terms —L Task

thesaurus

Fig. 2. Generalized algorithm of task thesaurus generation

with user task concepts and on use of combi-
natorial optimization methods. Such set can
be constructed by combinatorial methods as a
comparison of all possible subsets.

Combinatorial methods

and knapsack task

Similarity estimates are used in recogni-
tion tasks for matching various sets of concept
properties; individuals and relations with refer-
ence definition of used demands. The accuracy
of the matching result depends on adequately
selected similarity measures.

Combinatorial optimization uses
modeling of processed data with finite nu-
merical sequences. The result is evaluated
by correlation approach where an expres-
sion that define a total product of the values
of these sequences establishes the depen-
dence of input information on the combi-
natorial configuration (objective function
argument) [13].

Mathematical formulation of the gen-
eral problem of combinatorial optimization.
Combinatorial optimization problems are usu-
ally defined on one or more basic sets, for ex-
ample A={a;},i=1,n and B={b},i=1m,

8

n 1is the number of elements of the set 4, m
is the number of elements of the set B, the ele-
ments of which have any nature [14].

There are two types of combinatorial
optimization tasks. In problems of the first
type, each of these basic sets is represented in
the form of a graph, the vertices of which are
clements, and each edge corresponds to the
weight of the edge ¢, e R,/ =1n,t=1,m, R
is the set of real numbers. There are connec-
tions between the elements of these sets 4 and
B, the numerical value of which called scales
are set as matrices.

In the second type of task there are no
connections between the elements of given set,
and the weights are the numbers v, e R,i=1,n
that correspond to some properties of these el-
ements. The numerical values of elements are
defined by finite sequences of data.

Knapsack task definition. In this work
we use the methods developed for solution of
combinatorial task that is known as “knapsack
task”. This task is formulated as a combina-
torial optimization problem like that: a set of
items is given, each with a weight and a value,
determine the number of each item to include
in a collection so that the total weight is less
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than or equal to a given limit and the total value
is as large as possible. It derives its name from
the problem faced by someone who processes
fixed-size knapsack and must fill it with the
most valuable items. The problem often arises
in resource allocation where the decision-mak-
ers have to choose from a set of non-divisible
projects or tasks under a fixed budget or time
constraint, respectively.

The knapsack problem is a NP-com-
plete combinatorial optimization problem. It
got its name from the ultimate goal: to put
into knapsack as many valuable things as pos-
sible, on conditions that the capacity of the
knapsack is limited. Different variations of
the knapsack problem can be encountered in
economics, applied mathematics, cryptogra-
phy, logistics, and so on.

The classical formulation of the
problem is formulated as follows: there is
a set of objects (terms), and each of them
has two parameters, weight (significance)
and location in the taxonomy of terms. In
general, the problem can be formulated as
follows: from some given set of items with
properties “value” and “weight” we need
to select a subset with the maximum total
cost, while adhering to the limit on the to-
tal weight (adaptation to semantic models is
necessary) [15].

Aknapsack that has a capacity V' must
be packed in such a way with n inseparable
items with species values B={b;},i=1Ln
and capacities B ={b;},i=1,n that the total
cost of packaged items would be maximal,
and their total capacity would not exceed
the value [16]. For the task of thesaurus op-
timizing we consider items represented by
various natural language (NL) information
objects (IO). Their values are defined by
significance of terms in IO, and capacities —
by volume of IO.

Knapsack task can be reduced to the
combinatorial optimization task because the
knapsack task is given on one set of objects
A={a,...,a,}, there are no connections
between the elements a j of this set, and the
input data are given by the elements of the
sets B and E that characterize the prop-
erties a; € A, i.e. the problem belongs to
the second type of optimization problem.
The argument of the objective function is

a combination without repetitions. We set
the sequence of sets B and E by numerical

functions ¢(j) [/ = (#(1) ,..., #(n)) and

e(NIf= (@ (1),...,0(n)). We set combi-
natorial function

BCLC WO = (B(f (1), wh),...

o Ba(f (), why),

where B (f (), wk) =1, if ele-
ment a; is selected from the set A, and
B; (f(]) w )— 0, otherwise. The ob-
jective function is reduced to an expres-

sion F(w*)= Zﬂ S D))

Jj=
Knapsack task cons1sts in finding of such
combination w' eW for Wthh the ob-

jective function F (w ) max F (w ),
whew
if Zﬂ,(f(]) W) @ (j) <

Jj=1

k, ke {l,.,2"-1}.

Some variants of knapsack task can be
separated:

5. Knapsack task: no more than one
copy of each item.

6. Bounded knapsack task: no more
than the specified number of copies of each
item.

7. Unbounded knapsack task: Arbi-
trary number of copies of each item.

8. Multiple-choice  knapsack task:
Items are divided into groups, and only one
item can be selected from each group.

9. Multiple knapsack task: There are
several knapsacks, each with its maximum
weight. Each item can be put in any knapsack
or left.

10.Multi-dimensional knapsack task:
instead of weight, several different resourc-
es are given (for example, weight, volume
and packing time). Each item spends a given
amount of each resource. It is necessary to
choose a subset of items so that the total cost
of each resource does not exceed the maximum
for this resource, and the total value of items 1s
maximum.

11.Quadratic knapsack task: the total
value is given by a non-negative quadratic
form [13].

Methods of knapsack task solution.
As mentioned above, the knapsack task be-

9
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longs to the class of NP-complete tasks, and
there is no polynomial algorithm to calculate
it in a reasonable time. Therefore, solving the
knapsack task needs to choose between pre-
cise algorithms that are not suitable for “large”
knapsacks, and approximate ones that work
quickly, but do not guarantee the optimal solu-
tion to the problem.

Computationally, various approaches
have been proposed for solving the knapsack
tasks. All these algorithms can be classified
into two categories, 1) exact algorithms, and
2) heuristics or meta-heuristics ones [17]. Ex-
act methods for MKP began several decades
ago and include branch-and-bound method,
special enumeration techniques and reduction
schemes, Lagrangean methods and surrogate
relaxation methods.

Exhaustive search. As other discrete
problems, the problem of the knapsack can
be solved by complete processing of all pos-
sible solutions. Under the problem condi-
tions there are N items that can be placed
in a knapsack, and we need to determine the
maximum value of the cargo with weight
that does not exceed W .

There are two options for each item:
the item is placed in a knapsack, or the item is
not placed in a knapsack. Then the search for
all possible options has a time complexity of
O (2N ), that allows to use it only for a small
number of items [18]. As the number of items
increases, the problem becomes unsolvable by
this method in a reasonable time.

The method of branches and borders is
a variation of the method of exhaustive search
with the difference that deliberately non-op-
timal branches of the search tree of complete
search are excluded. As well as a method of
exhaustive search, it allows to find the opti-
mum decision and therefore concerns exact
algorithms.

The original algorithm, proposed by Pe-
ter Kolesar in 1967, suggests arranging items
by their specific value (in terms of relation of
value to weight) and building an exhaustive
search tree. Its improvement consists in the
process of building a tree for each node: the
upper limit of the value of the solution is evalu-
ated, and the construction of the tree contin-
ues only for the node with the maximum score
[19]. When the maximal upper limit is found
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in the tree leaf, the algorithm ends its work.
The ability of the branch and boundary method
to reduce the number of search options relies
heavily on input data. It is expedient to apply
it only if the specific values of items differ sig-
nificantly [20].

Methods for solving the knapsack prob-
lem are subdivided into exact and approximate
ones. If exact solution needs too much time
then approximate solution may be sufficient for
practical application.

Approximate methods for the knapsack
problem include:

1. An example of bulleted list is as
following.

- greedy algorithms;

- ant colony algorithms;

- genetic algorithms.

- The greedy algorithm for the knap-
sack problem is as follows;

- the set of items = is ordered by de-
creasing the «specific value» of items,

- then, starting from the empty set,
objects from the ordered set items are succes-
sively added to the approximate solution
’(initially this set is empty);

- each attempt of adding of item to the
knapsack is accompanied with comparison of
its weight with empty volume of the backpack;

- the process of constructing an ap-
proximate solution to the knapsack problem is
ended when all items are considered.

The ant colony algorithm is based on
the analysis of ant behavior. This algorithm
performs the same actions that ants can per-
form when searching for paths to an object.
For each ant, the action of taking an item de-
pends on three components: the ant’s memory,
importance of item and the virtual pheromone
trace. An ant’s memory is a list of items taken
by an ant that cannot be analyzed iteratively.
It is also necessary to include in the list those
items that break restrictions on the volume of
the backpack. Importance of item is the value
inverse of the volume of the item. Ant Colony
Optimization (ACO) is a meta-heuristic. And
it has been applied to many hard discrete op-
timization problems. Recently, some research-
ers have proposed several different ACO algo-
rithms to solve the multidimensional knapsack
problem (MKP), which is an NP-hard combi-
natorial optimization problem.
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Special importance is given to local in-
formation. It is expressed in a heuristic desire
to take an object (the smaller the object, the
greater the desire) to put it in a backpack. The
virtual trace of the pheromone on the item con-
firms the ant experience dealt with attempt to
process it. To study the entire space of objects,
it is necessary to ensure the evaporation of the
pheromone: at the beginning of the optimiza-
tion, the amount of pheromone is taken equal
to a small positive number, the number of ants
can be assigned equal to the number of items.

Stochastic optimization techniques like
evolutionary algorithms, simulated annealing
etc., which rely heavily on computational pow-
er, have been developed and used for optimi-
zation. Among these, evolutionary algorithms,
which are randomized search techniques aimed
at simulating the natural evolution of asexual
species, are found to be very promising glob-
al optimizers. The genetic algorithm used for
knapsack problem is based on the evolutionary
principles of heredity, variability and natural
selection. This algorithm works with a popula-
tion of individuals and encodes their chromo-
somes (genotype) for possible solution to the
problem (phenotype).

At the beginning of the algorithm, the
population is formed randomly. In order to as-
sess the quality of solutions, the fitness func-
tion is used to calculate the fitness of each in-
dividual. According to the results of the evalu-
ation of individuals, the most adapted of them
are selected for crossing. As a result of cross-
ing of selected individuals by using a genetic
crossover operator new population is formed.

The multidimensional 0-1 knapsack
task is a NP-hard combinatorial optimization
problem. The problem is an extension of the
standard 0-1 knapsack problem with many
constraints while the standard 0-1 knapsack
problem has only one constraint. The objective
of this approach is to maximize the sum of the
values of the items to be selected from a given
set by taking into account multiple resource
constraints.

All these methods can be used for so-
lution of various problems defined in terms
of knapsack task. For minimized thesaurus
constructing we need in some estimates that
define quantitatively the importance of each
domain concept for user task in particular

IIS. We propose to use ontology-based se-
mantic similarity measures of domain con-
cepts for these purposes.

Semantic similarity
and criteria

of its estimations

Task thesaurus allows to define that
subset of domain which is interesting for user
in solving a task as a subset of ontology terms
that is generated as certain sub-graph of ontol-
ogy. Such sub-graph can contain, for example,
the concepts which are linked to selected terms
with selected subset of relations. They should
have some properties with defined values or
concepts that are semantically similar to se-
lected terms of ontology.

We define semantically similar con-
cepts (SSC) as a subset of the domain con-
cepts joined by some relations, properties,
attributes or any other characteristics (for ex-
ample, joint use or identical elements). There
are several ways to build SSC that can be used
separately or together. Generation of SSC
starts from selection of non-empty initial set
of concepts. Then various approaches support
retrieval of other concepts that are semanti-
cally similar to concepts from initial set. User
can define SSC manually according to person-
al believes about domain.

More often SSC is generated automati-
cally by processing concept links with initial
set of concepts (by some subset of the onto-
logical relations) or with the help of matching
concept properties. Such processing defines se-
mantic similarity estimation between analyzed
concept and concepts from initial set of SSC.

A lot of different approaches used now
to quantifying the semantic distance between
concepts are based on ontologies that contain
these concepts and define their relations and
properties. The source [21] classifies methods
and their software realizations of such seman-
tic similarity measuring. Methods are grouped
by parameters used in estimations and differ
within the groups by calculation of these pa-
rameters.

Estimations of semantic similarity.
Usually generation of task thesaurus starts from
the set of task keywords. Domain ontology can
be used to define other domain concepts that
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have semantic links with these keywords. All
concepts of ontology have some nonzero value
of semantic closeness (they are connected one
with the other at least by superclass “Thing”).
Therefore we have to define what relations of
ontology are important for task, what similarity
estimations are used and what threshold value
of similarity is acceptable.

The similarity of two entities can be
defined on base of information about direct
and indirect superclasses of these concepts;
and instances of these concepts. The most
commonly used way of semantic similar-
ity evaluation in taxonomy lies in measuring
the distance (path length from one node to
another) between concept nodes — semantic
similarity is defined as inverse function to the
shortest path length. If elements are connect-
ed by multiple paths between them the short-
est path length is used. This approach is used
also for analysis of thesauri [22]. However,
this approach is based on hypothesis that all
relations between taxonomy concepts repre-
sent equal distances, but real taxonomies have
great variability of distances covered by the
same taxonomic relation, especially if some
taxonomy subsets are much denser than oth-
ers. Some researchers calculate similarity esti-
mates on base of singular taxonomic relations
“is-a” and exclude other types of relations.

For example, the source [23] considers
ontology as a directed graph. Ontology con-
cepts correspond to graph nodes, and universal
and domain-specific relations (mainly taxo-
nomic “is-a”) correspond to graph edges. Es-
timation of semantic similarity between con-
cepts is calculated as a minimum path length
that connects the corresponding ontological
nodes: SSp,4, =min| path(c,c,). Similarity
estimation proposed by Wu and Palmer [24]
is based on the analysis of the path between
concepts and their depth in the hierarchy:
SSyp =2H/(N; + N, -2H), where N, and
N, are calculated as a number of “is-a” rela-
tions between concepts ¢; and ¢, to the low-
est common generic object (subsumer) ¢, and
H is the number of “is-a” relations between ¢
and the root of taxonomy.

Other researchers take into account also
relations “part-of-part” [25].

An alternative way of evaluating se-
mantic similarity in a taxonomy, based on the
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concept of informational content, which is also
not sensitive to the different sizes of distances
between relations is offered in [26]. Important
factor in the similarity of taxonomy concepts is
the degree of their information sharing that de-
fines the number of highly specific terms that
is applied to both of these concepts. Measures
of similarity based on information content de-
termine the similarity of two concepts. It is
defined as information content of their lowest
common generic object (subsumer).

In general, all semantic similarity esti-
mates provide some function S: that defines
quantitative value of similarity for all concepts
of domain ontology. Input information for S in-
cludes: domain ontology O, initial set of con-
cepts Cy < X and analyzed concept ¢; € X,

Ve¢; € X35(0,Cy,c;)=w; 20.

Optimization of task thesaurus

To reduce task thesaurus
Th =<Tyy,, Ry, > by methods of combinatorial
optimization we have to represent its charac-
teristics in terms of knapsack task. We analyze
the set T7;, of concepts that are contained in this
thesaurus. For this analysis we propose to use:

- the set of task thesaurus concepts
TTh = {tk}’k =1’p;

- domain ontology O that was used as
a base for Th generation;

- initial set of task concepts
Cy I, < X (these concepts have to be
placed into all variants of task thesaurus);

- function of semantic similarity esti-
mation § that defines significance of concept
for user task;

- values of some selected semantic
similarity estimation for all elements of T7,:
w; =85(0,Cy,c;) 20 that can be used as a val-
ue from knapsack task;

- length of concept name /; =|cl-|20
defined as a number of symbols in this name
that can be used as a weight from knapsack
task;

- user defined memory capacity that is
given for thesaurus storage.

We understand that memory needed
for thesaurus storage is not a problem now.
For NP-complete combinatorial optimization
size of processed data it defines the calcula-
tion time. Therefore we try to add to C, con-
cepts with bigger values of semantic similar-
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ity according to one of knapsack task solution
methods till then their length /; is less then
the free space in memory for thesaurus. Se-
lection of optimization method and function
of semantic similarity estimation depends on
task specifics and user needs.

Practical use of optimized

task thesaurus

Practical use of optimized task the-
saurus. Approach to generation and optimiza-
tion of task thesaurus for IIS we test on problem
of personified information retrieval. Intelligent
retrieval system “MAIPS” [27] use thesauri
generated semi-automatically on base of do-
main ontologies selected by users. This IIS use
task thesaurus defined by user to filter retrieval
results received from retrieval systems. Every
user can select one or more domain ontolo-
gies and generate one ore more task thesauri
for each of them. Moreover, users can combine
thesauri based on different ontologies by set-
theoretic operations. Now we enrich functions
of MAIPS dealt with thesauri by optimization
operation (Fig. 3). Thesauri in MAIPS are vi-
sualized by tag cloud where font size repre-
sents the significance of concept for user task.

We compare the time and quality of
retrieval with usual task thesaurus and with
optimized one and draw a conclusion that
processing of optimized thesaurus distinctly
accelerates data processing. And use of this
filtering of concepts with low semantic simi-
larity estimates not influences substantially
retrieval results.

Prospects for further use. We consider
that use of combinatorial methods to form op-
timized user profiles that meet user conditions
can be applied in various IIS that work with
sets of competencies [30, 31], [28].

For example, if for a certain problem it
is necessary to use a set of competencies K,
then the problem is solved by construction of
minimized set of items (courses, learning dis-
ciplines, experts, employees, etc.) P such that

n

Uc(pl-) c K, where c(p;) is a set of compe-

=1 . . ..
fencies of the i-th participant R. Now we plan
to include appropriate service into the advisory
system “Advisont” [29].
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SECURITY BASIC MODEL FOR APPLIED TASKS
OF THE DISTRIBUTED INFORMATION SYSTEM

The tasks of modelling and the components of the basic model of applied task protection of a distrib-
uted information system have been considered. The measurement and relationship of security param-
eters, protection, new and reference attacks, anomalies, and threat environments have been proposed.
The conditions of threats, attacks and, consequently, inconsistencies in the results of applied tasks
are proved. At the beginning of the article the concept of a distributed information system, system of
applied tasks, modern trends of zero-trust architecture in building information security systems are
discussed. Further, it gives an overview of existing methods of detection and counteraction to attacks
based on reference knowledge bases. To improve the level of security it is proposed to analyze the
causes of attacks, namely hazards and threats to the system.

Attacks, hazards and threats are considered as structured processes that affect the internal and ex-
ternal environment of the system of the applied tasks with a further impact on the output of these
tasks. The concepts of security level and security level of a distributed information system are intro-
duced, as well as the concepts of applied task, environment, and user contradictions. As the logical
metrics of discrepancy detection the apparatus of semantic analysis is proposed, which based on the
reference knowledge base, the apparatus of text transformations should be applied at the stage of
loading of applied task and describe the input and output data, requirements to the environment of
the task solution.

The result of the research is the proposed method for identifying additional data about hazards, threats,
attacks, countermeasures to attacks, applied task-solving. This data is generated from the reference
and augmented textual descriptions derived from the proposed contradictions. By building additional
reference images of threats, attacks, countermeasures, it becomes possible to prevent the activation of
new attacks on the distributed information system.

Keywords: information, security, anomaly, attack, model, applied task, distributed system, semantics.

Introduction

Adistributed information system (RIS)
is now the backbone of the infrastructure of
any organization dealing with electronic in-
formation resources. A RIS is a continuously
operating mechanism of interconnected dis-
tributed general and application software
and hardware, interconnected by telecom-
munication means. As a single RIS user the
organization is interested in maintaining its
own applied task. To solve the applied task
a RIS consolidates certain resources, which
together would be called an application sys-
tem for solving the user’s PSZ problem. It is
objective and economically reasonable that
the user is only interested in protecting his
applied task and the PSZ allocated to this
task. Creation of demilitarized zones, physi-
cal perimeters of protection of the organiza-
tion’s infrastructure environment, corporate
systems for recognition of unauthorized in-
trusion during remote work of organization’s
employees does not make sense. The article
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formalizes the PSZ parameters required to
build a basic model of information security
of a distributed system.

Problem statement

The rapid dynamics of new cyber
threats poses new challenges to managers and
developers of information security protections.
An important one is the effective identification
of new, previously unrecorded threats and at-
tacks, as well as the adaptation of protocol pro-
tections for new attacks.

In this paper we consider the task of de-
termining the possibility of danger and threat
in relation to the application system solving the
user’s task. It identifies and analyzes the causes
of hazards (Nb;) and threats (Zg;), analyzes
the relationship between Nb;, Zg, and attacks
(At;), affecting the occurrence of anomalies in
the PSZ. A formalization of an adaptive mod-
eling approach to information security system
design is proposed.
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Analysis of recent studies
and publications

With the migration of enterprise soft-
ware to cloud locations and many infrastruc-
ture services to off-the-shelf cloud services and
products (SaaS, IaaS, PaaS) in many organiza-
tions, a new architecture for building informa-
tion security is emerging - the adaptive security
approach. The main principles of adaptive ar-
chitecture are proactive continuous threat mon-
itoring, risk auditing, and a shift from single
tunneling access of valuable resources to con-
textual access [1]. The contextual approach to
providing access to resources involves defin-
ing the requirements for the applied task that
orders the resources, continuously monitoring
and adapting these requirements.

Each PZa; for which information re-
sources are commissioned, which the PSZ will
use to implement its operational processes,
must consolidate relevant resources, which
also include a description of the data and RIS
requirements. These are:

- the input information that character-
izes the PSZ system and is used for its func-
tioning,

- general requirements for the func-
tionality of the resources and their parameters
characterizing the RIS system,

- the required overall security levels and
security values of the individual designated pro-
cesses, which can be implemented within one or
some individual PZa; of the PSZ system,

- the requirements for ensuring the re-
quired safety value of the operation of the indi-
vidual tasks of the PZa; > PSZ,

- the required measure of recoverability
of the individual PZa, in the case of successful
completion of an attack on PZa; by an appro-
priate attack.

An important function of PSZ defense
processes is the recognition and identification
ofattacks At, andrecognitionofanomalies An;,
which activate attacks in PSZ [2]. Anomaly
recognition 4n, and attack recognition At are
quite different from each other. Attack recog-
nition 4% is implemented based on the use
of descriptions of the reference images of at-
tacks E(At;), which are in the database of the
system RSB. Recognition of anomalies An; is
implemented based on the analysis of devia-

tions of the parameters of the environment in
which they occur, from their threshold values,
or df(Pi). One of the features, which is as-
sociated with the difference between E(At;)
and A% (P,), is that in E(At,) besides the list
of parameters P, which can characterize An;,
there are some factors that describeina certain
approximation of the relationship between the
parameters P,(An;) and parameters F;(At;).
The second feature, which characterizes the
possibility of a relationship between E(At;)
and A7(P,), is that in E(At;) the number of
parameters P, should be not less than the
number that is necessary to identify the cor-
responding attack. Since E(At;) represents
some structure, E(At,) can be represented in
the form {L = [E(At)]} —L(E), for which
the relation E(At;)=L,(P,...,P,) holds,
where L_is the logical function P, of the pa-
rameters characterizing At;. The relation be-
tween An; and At; at the logical level can be
described by the relation

{[An,, E(At,)] = —At,} v {[4n, E(At,)] =
[[An; = L(At;)] = (An; = At)]}

Ifatthe final stage [An,, E(At;)] = At,,
then in RSB for At, there exists an algorithm for
counteracting At,, whichwe will denote by Ap;.
Such algorithms may differ from each other in
characteristics that determine their capabili-
ties and type:

- Algorithm Ap; that completely neu-
tralizes the impact of the counterattack of At;
by neutralizing all the functions implemented
by the attack of At;,

- Algorithm Ap;, which neutralizes the
capabilities of Z g, to activate the retaliatory at-
tack, or Ap;(At,;) = —Fk (At;), where Fk; is
the activation function of At;,

- Algorithm Ap;, which partially coun-
teracts the negative impact of At; on the object
of the attack.

The first type Ap; implements counter
attacks that are in the active state. For ex-
ample, At;, which has several interrelated
stages of its implementation, encounters
counteraction in the second, third or other
stages of the implementation process, re-
gardless of whether the attack at each stage
realizes its impact on the object, which can
result in unacceptable changes in functional
parameters. Attack localization in this case
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is determined by the presence or absence of
impermissible modification in the PSZ envi-
ronment. The second type of counteraction
Ap; is to eliminate the vulnerability points of
the system, which were used Z g; to introduce
and activate the attack. The third type of al-
gorithm Ap;, which counteracts At;, which
is activated, is that the counteraction to the
attack is implemented only when the effect
of the attack on the corresponding object is
manifested in unacceptable changes in the
functional parameters of the object of attack.
This type of attack counteraction can result
in blocking some functions in the attacked
object, which is PSZ.

In addition to the above, other types of
algorithms Ap; can have a fairly wide range
of counteraction At;,. The implementation of
countermeasures also depends on:

- the completeness of the information
about the identified At;, which must be in
E;(At),

- the type of attack At,, which has been
activated in the object of the attack,

- the way of recognizing At, for which
there is no E;(At;) in the RSB, and other factors.

A rather large number of scientific and
technical publications are devoted to descrip-
tions of attacks and ways to counter attacks of
various types [3-5].

Task statement

The purpose of the article is to pres-
ent the elements of information hazard of
an applied task of a distributed information
system by a model of sequential processes
of impact on incoming, outgoing data, and
processes of calculation of the problem.

The article explores ways to use the
semantic expert system apparatus to identify
inconsistencies (anomalies) in the system
based on existing records of incident history
and countermeasures.

Lets consider aspects related to enhanc-
ing the security of RIS (and above all PSZ ap-
plication systems), concerning the problems of
countering threats Zg, and analyzing the haz-
ards Nb; that Zg, generates concerning PSZ.
This raises the following challenges.

1. Analyzing the ability to detect and
recognize threats based on attack data that
have been activated concerning PSZ.
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2. Establishing (based on Zg; data)
the possibility of influencing Nb;, by RSB
means in order to prevent the possible initia-
tion of the process of forming the correspond-
ing threat Zg;.

3. Analyzing particular aspects of the
coexistence of Nb;, Zg;, and At, with PSZ
objects that may be affected by the eventual
retaliatory attacks.

In the paper, by using methods of math-
ematical logic, the elements of the basic secu-
rity model to be monitored by RSB are theo-
retically laid out.

Presentation of the basic
material of the study

Most attacks can be considered as
(Pr;(At;)) processes implemented in a cer-
tain sequence, and the whole process of at-
tack implementation can be represented at
the level of logical implementation At,. The
corresponding processes Pr;(At;) can be con-
ventionally considered as realized in steps,
which would be considered as elements of the
AL; realization process. In this case, it can be
written Pr,(At,) = {l,,---,1,}, where [ is a
single-step logic realization formula Pr;{ At, ),
l; = {x, *...# x,. }, x,1s a logical variable of the
[ formula, “*” is an arbitrary logical function.
When [, passes to the level of dependencies,
at which x, takes values in the given fields of
their definition, /. passes to the form of ana-
lytical, discrete, tabular or other forms of de-
pendencies description, which are interpreted
by logical functions, can be written in the
form [I;= {xy*...x 5 J] = [F(xy o0 x)],
where «°” are operators, which correspond to
the chosen function of dependencies descrip-
tion between x, and x. Let us introduce the
notation of additional elements, which are di-
rectly related to the elements At,, Nb,,and Z g;.
The first of these additional elements are the
individual fragments of the object of attack,
which are, in the first place, the selected com-
ponents with PSZ, these components will be
denoted by the symbol v. The next additional
element will be a specialist §p, in the imple-
mentation of unauthorized cooperation with
PSZ using v, which represents the potential
opportunity to contribute to the success of
the implementation of At,. Let us assume
that the model of 5p; functioning process is
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a system of logical inference /(L, R), where
L is a system of logical inference rules, R is
a system of heuristic inference rules, which
can be included in the system /, if necessary.
Heuristic elements are used in problem solv-
ing processes when inference rules of classi-
cal inference system (for example, Gentzen’s
inference system) are not enough for problem
solving [6]. In the context of this problem, we
will define a heuristic rule as an inference rule
or some dependency based on the interpreta-
tion of some fragment of the domain which is
not shown on the level of logical dependen-
cies, since the corresponding heuristic rules
describe individual features of links or de-
pendencies in such a fragment. In this case,
we can write down such a formal model of
hazard: Nb, = [M(5p;)=1(L,R,D)], where
D is the input data used in the given model to
realize the processes of its functioning. The
result of functioning M(SP;) is the occur-
rence of Zg; or I(L,R,D) = Zg,. Proceeding
from the given variant of description Nb; as
a model of I(L,R,D}), we can state that Zg,
is a certain structure At, which is created
based on the use of logical L and heuristic R
rules, in which the description of the purpose
of functioning Zg, is formed, which can be
written in the form Zg, = 4;(L, R, C), where
C is the purpose of functioning of At;. As a
result of the functioning of Zg,, it is neces-
sary to obtain a description of the attack - a
software product, which is transferred and ac-
tivated using v, or without v, directly in PSZ.
To solve this problem, a library of known
software implementations of the correspond-
ing types of attacks is used. From the library
a program of the corresponding Ap;(At;) al-
gorithm and features of its implementation
is selected, which has the closest target C;
in relation to the target C,, which is formed
in the Zg,. Based on the determination of the
difference between the targets €, and C;, the
necessary modification of the corresponding
program is formed. Thus, Zg,, forms the at-
tack, which, based on the data on RSB and v,
is transmitted to PSZ in the form of software
implementation of At;, which is activated. In
this case, we will consider the stage of attack
object analysis, which is implemented by Z g,
to obtain information about the relevant v, in
order to identify vulnerable points.

In most cases the Nb;, and Zg, func-
tions are implemented by the corresponding
Sp; specialists. But, in the case of the need to
work with distributed systems, which include
a large number of individual v, it is neces-
sary to automate the relevant processes. Nb,
and Z g, systems can be considered as objects
of influence, which is carried out by means
of protection and countermeasures against at-
tacks. Means of protection should prevent the
occurrence of attacks [5, 7]. To do this, the
following tasks must be solved. Revealing the
possibility of an attack by Nb,, Zg, and iden-
tifying signs of PSZ, which may indicate that
the attack will occur.

1. Determining the inevitability of an
attack in case of Zg; initiation.

2. Calculating how many and under
what conditions different attacks may occur in
relation to v, if Z g is initiated by Nb, danger.

As part of the experiment we will con-
duct a theoretical analysis of the possibility of
obtaining the information needed to solve the
problems of counteraction Zg;. This requires
to obtain data on the identified attacks, to de-
termine the causes of their occurrence in or-
der to eliminate (to a greater or lesser extent)
the corresponding causes and to counteract
the threats that cause the possibility of attacks
in the form of dangerous programs and other
factors that can lead to disruption of PSZ pro-
cesses. Obviously, it is quite difficult to cover
all possible causes of At; or Zg;, focused on
the implementation of the negative impact
on the PSZ. Therefore, let us limit ourselves
to the functional space of PSZ, reflecting
the goals of the creation of the correspond-
ing PSZ and its interaction with the subject
area of interpretation of the corresponding
W(PSZ) system.

Definition 1. The external environment
of the W(PSZ) system is all digital media that
have direct access to the RIS system, regardless
of the type of communication channel.

The W (PSZ) interpretive domain will
be called the external environment PSZ. The
W (PSZ) environment, which we will denote
by H(W), can be of the following types:

1) an environment H(W) that uses in-
formation obtained from the PSZ system in
its processes, we will call a passive environ-
ment H'(W).
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2) The environment H(W,), which coop-
erates with PSZ by forming information pre-
sented to the inputs of PSZ, and uses the cor-
responding results received from PSZ to imple-
ment its external processes, will be called an
active environment H(W).

The corresponding system of processes
functioning in W, we will denote by ”SZ and
JPSZ and call their external task systems. As-
sume that the RIS system, together with RSB,
is PSZ friendly. Therefore, we can assume that
an arbitrary Zg; (PSZ) can occur only in H(W).
Let us consider statements concerning threats
and hazards associated with passive and active
external task systems.

Assertion 1. Threat Zg; (PSZ) can arise
and exist only in environments VSZ, V'SZ.

Suppose that some Z g; (PSZ) has arisen
outside W, (PSZ). Since the W, (PSZ) environ-
ment is closed and complete, any Zg; (PSZ)
that originated outside H”(W)) or H*(W) must
interact with W/(PSZ). For IS, the functioning
of any negative processes is realized by acti-
vating the intrusion algorithms (4r,) and using
information access channels to PSZ.

If Zg, (PSZ) does not enter H(W),
then for Zg, (PSZ) to enter H(W)), as some
intrusive Ar(A4n), the latter must have ac-
cess to the channel of communication with
objects with H(W). But H(W) is a closed en-
vironment, which means that H(W)) provides
access only in cases of authorized exten-
sion of H(W) or in cases where An; occurs
in H(W) itself. Since An; is formed in Nb;,
which is included in H(W), and the latter is
closed, this contradicts the assumption that
Zg; (PSZ) has access to H(W). In the case
where H(W) is extended by some fragment
of h. 3> H(W), the H”(W}) and H*(W)) systems
must identify the corresponding fragment of
h (W) before such an extension can activate
its Pr[h(W)] processes. H(W) is friendly to
RIS and PSZ. Thus, if h (W) —— H(W), then
h (W) is identified as Ar(A4n), which con-
firms that the statement is correct.

Let us consider the case when the in-
formation contradiction ¢’ between W(VSZ)
and PSZ occurs, which we formally write in
the form o'[W(VSZ2)&PSZ] > [6'(3a,)], where
da, is some threshold value of the contradiction
o’. Informational contradiction ¢’ is the most
general type of contradictions because it can
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include contradictions: logical o, structural ¢°
and semantic 6¢.

In order to find the ¢’ contradiction di-
mension it is used the means that determine
the degree of consistency of the information
received from RIS with the information ex-
pected by the user, the role of which is almost
increasingly played by a separate information
system, which we will denote by P (EP) sym-
bols. An example of such a mechanism for
determining 6“[PSZ, P(Ep)], where P(EP) >
W, can be the use of representations of the
magnitude of the semantic significance of the
two corresponding components [8]. For ex-
ample, a logical contradiction is defined based
on the use of known representations of it from
mathematical logic, if the objects concerning
which it is defined are descriptions at the level
of their logical interpretation [8].

Assertion 2. Nb, (PSZ) hazards can
form as a result of contradictions between V.SZ
and PSZ.

The notion of Nb; is always associated
with certain contradictions between Nb; and the
object towards which it is directed. In general,
Nb, is essentially a contradiction in relation to
the object of influence, which in this case is
PSZ, which can be written in the form of
{¢'[P5Z,P(EP)] = 6(g))} = Nb,(P5Z). (1)

Inmany casesitisassumedthat Nb, (@),
where Q. is the object of influence, can arise
without o’(ZQ;, @) contradiction, but for
some other reason, where ZQ, is an object ex-
ternal to Q.. Such a premise is overly broad.

Let us assume that relation (1) is a pre-
condition for the emergence of Nb;. Identifica-
tion of o’ is an analysis of the Pr.[P(EP),VD]
process, where VD is the input from PSZ. The
magnitude of the contradiction is determined by
implementing a control of the input data result-
ing from the operation of the Pr,[P(EP),VD]
process. After performing this control, the fol-
lowing types of results can be obtained:

- The Pr;[P(EP),VD] process complet-
ed successfully,

- The Pr,[P(EP),VD] process did not
complete successfully.

In the second case there may be the fol-
lowing results.

- There are deviations in the results ob-
tained R caused by the Pr,[P(EP),VD] pro-
cess itself.
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- deviations in the results are
caused by the wuse of false VD, or
Te(Pr,) = [—~R(Pr;)V =R(VD)], where Te is
the process testing.

Under Assertion 2, the case of
Te(Pr;) = —R(VD) is relevant. Since it is as-
sumed that PSZ works correctly, the relation is
valid: VD(PSZ) —H(VD) if takes place:
[H(PSZ) — H(VD)|{[P(EP),H(VD)] — .
R[Pr,[P(EP)]]} = [P(EP) = Nb;(P5Z)]

The interpretation of the above deduc-
tion in bringing Assertion 2 to the qualitative
level is as follows: If Pr;(PSZ) produces VD,
or Pr;(PSZ) — VD, without a P(EP) consum-
er in W;(PSZ), then in W(PSZ) the existence
of PSZ is invisible. We can write the following
relation:

{[Pr,(P5Z) — VD,][P(EP),VD,]}—=
{—Pr,[P(EP)] = [P(EP) — Nb,(P5SZ)]}.

If PSZ produces VD, and there is a
P(EP) using VD, in W(PSZ), then in the case
of {[F(E.Pj, VDE-]} —= =Pr, [F[EP)], there 1is
a P(EP) — Nb,(PSZ) relation, which proves
the statement.

The important task is to determine
whether Zg,(PSZ) can occur when there is
a Nb; hazard in H(W). An arbitrary hazard
represents some object or process, or other
factor, which, by its nature, should not be in-
tended to create threats to objects that may be
in its environment. It is reasonable to regard
Nb, as some factor within the framework of
such interpretations:

1. Nb, hazards are created artificially,
or under the influence of natural factors in a
way that causes the possibility of adverse ef-
fects on objects in the environment.

2. Some object @;, which is formed
artificially from the hazards, may be, in terms
of processes of its functioning Pr,(@,), incom-
patible with the already existing objects of the
general environment.

Conclusions

It follows from the above that the
presence of Nb, is caused not so much by
the nature of the factors taken separately,
as by the negative nature of the possible in-
teraction of Nb, with the potential ExQ, ob-
jects of its environment. The emergence
of Nb; in H(W) can be described as fol-
lows:  [(@Q;) = —(PSZ)] = Pr(Q;) = Nb;.

The above relation reflects the conditions
for the existence of Nb; on the binary level.
Since there is a task to provide transforma-
tions Pr(@,) = Nb,, in order to use a binary
interpretation the process and must be divided
into separate components and provided them
with an appropriate interpretation. Therefore,
let us assume that the following takes place:
Pr,(Q;) = Ea[Pr/(Q;)] = Ed[Pr,(Q;)] =
Er[Pr(Q;)] = Nb;

where Ea is a stage to arise, Ed is a
stage to develop, Er is a stage to ripen. The
introduction of such stages requires the iden-
tification of attributes or ranges of values of
parameters that characterize the correspond-
ing stage of the Pr;(@;) process. The alloca-
tion of the corresponding stages can be real-
ized based on the analysis of each type of
Pr,(Q,) —Nb,(PSZ). In this case different
Pr,(Q;) at different stages can be combined
into separate classes. The emergence of dif-
ferent stages in Pr,(@,) may not mean that
the corresponding Pr.(@,) will lead to the
emergence of Nb;.

Let us assume that the emergence of
different stages of Pr,(Q,) 1s associated with
changes in the values of contradiction between
Pr.(@Q;) and Pr;(PSZ). Therefore, it is neces-
sary to consider ways of determining the dif-
ferent levels of contradiction o(@;, PSZ.

The first level of contradiction %1 cor-
responds to a situation when the use of a re-
sult of Pr;(Q;) — R¢;(@;) functioning in H(W)
does not cause disturbances in Pr;(PSZ), and
the contradiction appears in the occurrence
of information redundancy within Pr;(PSZ)
due to the transfer to Pr;(P5Z) of a result of
sz‘ (Qij, or:

Pri(Q) —RA(QII&IR,(Q) —
Pr,(PSZ)|}— [Pr,(PSZ)<Pr,(PSZ,Rs;(Q,))}

This measure of ¢®(@,PSZ) corre-
sponds to the situation when the presence in
Pr; (PSZ) of the result of R, (@Q;) functioning
Pr;(@;) does not lead to changes in the pro-
cess of functioning of the potential P(EP) con-
sumer due to his use of the received result of
Pr,(PSZ) functioning.

The second level of contradiction o,
corresponds to a situation where the use in Pr;
(PSZ) of the result of R, (@Q;) functioning leads
to the formation of data in Pr; (PSZ) that are
different from those expected by the P(EP)
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user, but they are non-critical or do not lead to
negative consequences of P(EP) functioning.

The third level of contradiction o,
corresponds to a situation where the use in Pr,
(PSZ) of Rs;(Q;) results leads to the formation
of data in Pr; (PSZ) that are unacceptable, or
critical for P(EP), but their use in Pr; (PSZ)
does not lead to unacceptable changes in Pr;
(PSZ); this situation is interpreted as the occur-
rence of Nb;.

The fourth level of contradiction o,
corresponds to the situation when the use in
Pr; (PSZ) of the results of R, (Q;) causes di-
sastrous consequences in Pr, (PSZ), because in
this case the danger is formed.

In the framework of the formulated
problem it is proposed to consider the pro-
cesses connected with the interaction of ex-
ternal objects O with Nb, as separate stages,
and also different levels of contradictions
are introduced, which are the main signs of
the possibility of occurrence of dangers and
threats Nb; and Z g,.

The concept of adaptive approach to
building an information security system so
far raises the question of contextual access
to resources and continuous monitoring of
information system security indicators, but
does not answer what processes and indi-
cators of information system state should
be checked [1, 9]. This paper proposes
formal markers for monitoring the state of
security and protection of an information
distributed system.

Prospects for future

developments

Information security systems are no
longer capable of operating protection pe-
rimeters and modeling breaches based on
perimeter crossing by unauthorized users or
software [10].

Actual today is: monitoring of anoma-
lies, threats, attacks, countermeasures, forma-
tion of reference knowledge bases based on the
analysis of contradictions in the system of ap-
plied tasks, stages of development of threats,
attacks within specific resources, actions of us-
ers (personified or individual information sys-
tems) [11,12]. The paper outlines a formalized
basis of parameters for assessing anomalies in
distributed systems.
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The models of applied task process-
es, environment, hazards, threats, attacks,
anomalies, and contradictions of distributed
system objects functioning are proposed. The
theoretical foundations of using a semantic
analysis expert system to monitor anomalies,
determine deviations from standards, form
new knowledge base images of threats, at-
tacks, countermeasures are highlighted. In the
future, the proposed methods can be applied
in the development of software for monitor-
ing and protection of distributed information
systems. The experience of using a semantic
expert system to analyze and use the knowl-
edge accumulated by IDS/IPS systems is of
interest. The results of the study can be used
in the construction of fuzzy rules of relation-
ships of vulnerabilities, threats, attacks, coun-
termeasures, consequences for further use of
fuzzy logic apparatus of information security
risk management.
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O. Zakharova

DEFINING DEGREE OF SEMANTIC SIMILARITY USING
DESCRIPTION LOGIC TOOLS

The purpose of this study is to determine effective approaches to define the value of semantic
similarity of information. The special functions to determine quantitative indicators of a degree of
semantic similarity of the information allow ranking the found information on its semantic proxim-
ity to search request/template. Forming such measures should take into account many aspects from
the meanings of the matched concepts to the specifics of the business-task in which it is done. A
combination of semantic and structural approaches is appropriate when constructing the similarity
functions. This allows to do descriptions of the concepts more detail, and the impact of syntactic
matching can be significantly reduced by using more expressive descriptive logics to represent in-
formation and by moving the attention to semantic properties.

The focus of this research is in the methods for evaluating similarity of concepts. Values of similar-
ity between individuals and between a concept and an individual are defined by finding the most
specific concept for individual(s) and evaluating the similarity between the appropriate concepts.
Using some of defined measures is demonstrated on a geometry ontology application.

Key words: semantic similarity of information, a similarity value, least concept subsumer, the most
specific concept, the most specific is-a ancestor, similarity measures, features-based models, se-
mantic-network based models, information content based models, existential concepts similarity.

Introduction

The task of discovery of concepts that
are semantically similar and evaluating a de-
gree of their similarity is very important both
for resolving applied problems (discovery of
semantic web services, effective semantic
search of information, data categorization,
etc.), and for more general problems in the
information technologies area, as, for exam-
ple, integration of onto- logies/knowledge,
information search, etc. There are a lot of ap-
proaches that try to resolve the problems of
finding similarity by methods of text analy-
sis or using special vocabularies as Wordnet
[1], for example. As a rule, in such approach-
es only atomic concepts are considered, but
more complex ones are out of the question.
In addition, the cases of identifying simi-
larities between individuals and between an
individual and a concept are omitted. Also,
note, that measures of information similar-
ity should be based on semantics because
the purely syntactic ap- proach is too weak
to ensure that standard in- ferences are ex-
ecuted, especially if expressive descriptive
logics (for example, ALC) are considered
as a language for knowledge re- presenta-
tion. It is clear that algorithms and functions
of similarity measures must be effective. If
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they are too complex, they can’t provide the
desired result in a reasonable period of time
and become commonly used.

Last time many studies have appeared
that emphasize the feasibility of using ontolo-
gies and based on them functions of semantic
similarity to compare concepts and / or indivi-
duals that can be obtained through the integra-
tion of heterogeneous sources of information
[2,3,4,5].

The main purpose of this study is the
analysis of methods, models and approaches
for creating quantity indicators that evaluate
a similarity degree of knowledges represented
with descriptive logic (DL) tools, their classifi-
cation and application.

Types and levels

of similarity determination

Information/knowledge similarity may
be considered and defined on different levels.
Namely, we can identify:

1) Conceptual level — determination
of similarity between concepts;

2) Knowledge level — determination of
the similarity between instances of concepts;

3) Mixed level — determination of the
similarity between an instance and a concept.
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Similarity measures, as a rule, use
the basic Set Theory and they are based on
objects commonality. In particular, the ba-
sic criteria to determine such measures can
be formulated as follows: the value of simi-
larity between objects is not only a result of
their common features but it is, also, a result
of their differences. This criteria corresponds
to the theoretical-informational definition of
si- milarity. The objects, in this case, are con-
cepts and instances of concepts.

We consider approaches for defining
similarity measures and corresponding models
for evaluating on the each level. But, first, we
introduce some definitions used by the most
existing models.

Basic concepts and definitions

Definition 1. LCS (Least Concept
Subsumer) [23, 24] — the least common sub-
sumer of concepts. Let L is DL. A description
of the concept E in DL £ is a LCS of concepts’
descriptions C1, - - - ,Cn in £ (shortly LCS(C1,
-+, Cn)), if:

I)CGicEfori=1,---,nand

2) E is the least description of L-concept
that meets the first condition, so as, if EQ is
description of L-concept such that Ci = E( for
alli=1, - - -, n, then E C EQ.

At once, it should be noted that LCS
doesn’t exist for everyone DL used to represent
knowledge, but if LCS exists, it is unique to
the point of equivalence. All measures that will
be discussed below are based on DL ALC. As
shown in [6], LCS always exists for ALC DL
and it is defined by the concepts’ disjunction.
In the case if the logic doesn’t support the dis-
junction operator, LCS is calculated by select-
ing general concept names in its descriptions
(within the concepts of the universum and ex-
istential constraints for the same role), not tak-
ing into account TBox as a whole [6]. But, in
this case the result of LCS evaluation may be
very common. Based on these considerations,
LCS is calculated relative to TBox, on the ba-
sis of which the concepts are defined [7].

Taking into account the TBox, LCS def-
inition can be reformulated as follows.

Definition 2. Let L1 and L2 are descrip-
tive logics such as L1 is sub-logic of L2, so
L1 includes less constructors which are used to
build expressions. For given TBox of L2 logic

T, L1(T) is set of concept descriptions that can
include concepts defined in 7. C1, . . . ,Cn are
concept descriptions from £1(T), so LCS(C1,
..., Cn) in L1(T) w.r.t. TBox T is the descrip-
tion of the most specific £1(J) concept that in-
cludes C1, ..., Cn on TBox 7. In particular,
it is such description of L1(T)- concept D, as:

)CicyDfori=1,---,nand

2) If E is a description L1(T)- concept
suchasCicT E foralli=1,---,n, DEE.

If LCS for TBox doesn’t exist (for ex-
ample, in the case of cyclic TBox), its approxi-
mation is calculated. It is named Good Com-
mon Subsumer (GCS) [25] w.r.t. TBox and it
exists for general TBox. GCS is calculated by
defining the least conjunction of concepts and
their objections which can include a conjunc-
tion of concept names of top level for each
considered concept and the same conjunction
of concepts constituting the rank of existen-
tial and universal constraints on the same role.
GCS is the most specific covering than LCS
calculated unrelated to Tbox. But, in a general
case, it includes (or it is equivalent) LCS calcu-
lated w.r.t. TBox [7].

MSA (Most Specific is-a Ancestor)

[8] — the most specific ancestor in
the hierarchy of the taxonomy. It is defined
as binary relation on concepts taxonomy,
but semantically it is similar to LCS. Both
calculate the most specific generalization of
input concepts (w.r.t. the operator of sub-
sume). Their difference is next. MSA works
on a taxonomy of concepts and returns one
concept, which contains two original con-
cepts (there is their is-a ancestor) and it does
not include anyone else what meets the same
requirements. LCS is a description that cov-
ers input concepts, and, as a result, returns
all concepts included in it. If concepts only
related by generic relations (TBox is a tax-
onomy) then LCS is reduced to one ancestor
and LCS(C1,C2)=MSA(C1,C2).

MSC is the most specific concept. It is
unary relation on a set of individuals of ABox.

Definition 3. [25] Let given ABox A
and o is an individual from this ABox, then
the most specific concept for a w.r.t. ABox
A is a concept C, denoted as C = #SCA(a),
such that AE=C(a), and VD such that AED(a),
CED (where E is the inference operator).

25



Information Systems

At once, it should be noted that in the
general case of acyclic ABox in the expres-
sive DL «#SC cannot be expressed by the fi-
nal description of the concept [2], it is pos-
sible to obtain only its approximation. So, the
existence of the most specific concept for an
individual of ABox is not guaranteed, or it is
difficult to calculate, and the approximation
is limited by some depth of a set. A maxi-
mal depth of the approximation, as defined
in [20], corresponds to the depth of ABox. In
this case, we can define the most specific con-
cept MSC(a) or its approximation MSC*(a)
for any instance o of ABox.

Defining a semantic

similarity of concepts

Today, a lot of researches exist that try
to transform semantic relations between con-
cepts into some quantitative indicators. It is
clear, that the principles of formation of such
measures are affected, first of all, by the es-
sence of the compared concepts, and the busi-
ness problem for the solution of which the
similarity functions are chosen or determined.
The most of existing studies use a seman-
tic approach in conjunction with a structural
one, which compares the descriptions of the
concepts under consideration. Certainly, this
allows to significantly detail the description,
and the influence of syntactic matching can be
reduced by using more expressive DLs to rep-
resent information and by moving the focus to
semantic properties of concepts.

In establishing the degree of semantic
correspondence between the concepts of the
same ontology, the similarity function, in fact,
is a mapping §: L(T)X L(T)—Y, where T is
TBox of this ontology represented in DL L,
and Y is real value, which quantifies the de-
gree of similarity. In measures that are based
on ratio Y € [0,1] but another measure models
also exist.

In general, the task is more complex. If
matching concepts from different ontologies
with TBoxes 71 and 72 of DLs £1 and £2,
respectively, it is needed to build the mapping
S: LI1(T1)X L2(T2)—-Y.

In any case, the similarity function must
have the following properties:

1) let E is a set of items (objects of the
same or different ontologies), for which the
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value of similarity should be determined, then
function § is defined on the set E X E;

2) the function § is positively defined,
so 8(C,D)>0;

3) VC,D: §(C,D)< §(C,0O).

Defining the similarity function, it is
necessary to understand that concept similarity
may be considered both in terms of the degree
of their commonality and the degree of their
difference, and the similarity function should
have a positive correlation with the value of
commonality between the concepts and nega-
tive correlation with an indicator of the differ-
ence between them. It is clear this indicator
depends on many factors, namely: the specif-
ics of the content that is studied, the expres-
siveness and homogeneity of the languages of
representation of on- tologies, and so on. But
the key question in determining a similarity
function is “how to calculate the value of com-
monality (difference) of concepts”, which, in
turn, is related to the question “how we collect
an investigated information”. It is unlikely that
the similarity indicator can be considered as an
absolute value, but it should provide the possi-
bility of a reliable ranking of concepts by sim-
ilarity values. As the main approaches to the
defining such function can be distinguished:

1) defining similarity as function of
a path-distance between taxons in hierarchy
which underlies this ontology [10, 11, 12];

2) evaluating a feature—based semantic
similarity [13];

3) defining a value of similarity by in-
formation content [14,15];

4) existential similarity of concepts.

The first approach may be applied only
based on one ontology, so its usage may be ap-
propriate only if the evaluation is performed on
the basis of a single source of information, and
the matched information items are concepts of
a same ontology or an integrated ontology of
information sources. Another approach for cal-
culating semantic similarity uses both general
and discrimination features between concepts
and/or individuals. Methods of third group are
based on Theory of information. They deter-
mine measure of similarity between two con-
cepts in the hierarchy from the point of view
of the amount of information transmitted di-
rectly by the super-concept, which includes the
matched concepts. We may name all measures
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that are based on features of concepts as the
measures of intentional similarity. Under the
existential similarity of concepts we will un-
derstand the degree of their closeness by the
sets of instances that they include.

In the case of matching concepts of
different, probably heterogeneous, ontologies
listed approaches works only when certain
conditions and restrictions are carried out.
First, formal representation of these ontolo-
gies should support inference engines such as
subsume. (Note that subsume engine is sup-
ported by basic DL as, for example, ALC).
Second, applying the calculation approaches
are based on using a general ontology, and
local concepts in different ontologies should
inherit the structure of des- cription from their
general ontology. In [16] some approaches
for matching such concepts from different
ontologies by their individuals are proposed.
Namely, it is made an assumption that when
the restrictions are performed the criteria of
matching two concepts may be intersection
of sets of their individuals. To match descrip-
tions of the concepts that may be united in the
general ontology, three main approaches are
applied:

« filtering based on path-distance be-
tween concepts in the general ontology;

* defining measures based on matching
graph that establish one-to-one corresponden-
ce between elements of the concept descrip-
tions;

* defining probabilistic measures that
give the correspondence in terms of the joint
distribution of concepts.

Also, if computation of similarity val-
ues is performed for concepts belonging to
different ontologies, it is necessary to take
into account a difference between formaliza-
tion levels of specification of these ontolo-
gies. Particularly, in [17] a similarity func-
tion determines classes of similar entities
by matching using synonym sets, semantic
neighborhood, and discriminating features
that are classified into parts, functions, and
attributes. In [9] another approaches are pre-
sented. It is aimed at finding common fea-
tures among concepts or statements.

Listed groups of approaches for simi-
larity computation are based on appropriate
models.

The most common evaluation models
include:

- feature-based models;

- semantic-network based models;

- models based on information content.

In feature-based models concept C is
characterized by set of its features, denoted
ftrs(C). In [18] two groups of measures for
such model are proposed:

1) contrast model where the similarity
between two concepts C and D is defined by
the linear function

contra(C,D) =0f(ftrs(C) N

ftrs(D)) - af (ftrs(C)\ftrs(D)) -

Bf (ftrs(D)\ftrs(C)), where \ is op-
eration of sets difference, a, B and 6 non nega-
tive constants, and f(.) expresses a number of
features in the set;

2) anormalized model of the ratio where
similarity is defined as quotient of the sets:

f(ftrs(C) N ftrs(D))

Sim(C, D) =def

If suppose that similarity function is
symmetric then & = f = 0,5. Assuming that the
function f is distributive on intersected sets
then sim(C, D) may be transformed as follows:

m(C.D) = 2f (ftrs(C) n ftrs(D))
SHTAS 2 Zdef f(ftrs(0)) + f(ftrs(D))

In the semantic-network based mod-
els a reference information is given in the
semantic-network form that includes nodes-
concepts and, at least, is-a edges (sometimes
it contains more complex relations as in

f(ftrs(C) n ftrs(D)) + af(ftrs(C)\ftrs(D)) + ﬁf(ftrs(D)\ftrs(C))

WordNet). It is an example of the case when
similarity computation is based on measures
of path-distance between concepts in the
network. As concepts are in the taxonomy
(linked by generic relations) so the similar-
ity value between two concepts is computed
by calculating edges on the path from consid-
ered concepts to their closer ancestor. If the
entities are divided by only some connections
then they are rated as similar. The more con-
nections they share, the less similar they are
[8, 19, 12, 20]. So, to evaluate similarity of
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concepts C and D it is found the most specific
is-a ancestor E = MSA(C,D) of C and D and
a similarity measure is computed as the sum
of path distances from C to E and from E to
D. More advanced estimates may take into ac-
count the depth of the concept MSA(C, D),
the density of the edges at the path nodes, and
the weight of the edges.

In the models based on information
content the information pr(C) about the prob-
ability that entity is described by the concept is
used as well as semantic network. This prob-
ability, as usual, is estimated based on an initial
particular task.

The value of information content is
measured based on the probability pr(C) as
IC(C) =def—log pr(C). In [21] it is proposed
the measure of the similarity of the concepts
C and D based on probabilistic estimation of
their MSA:

sim(C, D) =def IC(MSA(C, D)) =def - log
pr(MSA(C, D)).

In [22] it is proposed the measure of the
path distance in the network based on their in-
formation content. It takes into account such
factors as the depth and density of the edges of
the path between the concepts is:

dist(C,D) =_def IC(C)+IC(D)-2IC(MSA(C,D))

In [18] it is proposed the similarity mea-

sure that defined by the ratio:
sim(C,D) =_def (2IC(MSA(C,D)))/
(IC(C)+IC(D))

sim(C,D)

Defining similarity values

for DL descriptions of concepts

All metrics above are defined for
atomic concepts. But these measures may be
reformulated for complex DL concepts. Note,
we suppose that the concept descriptions are
represented in basic DL which support
only operation of intersection of concepts.
Any description of a comsplex concept may
be normalized, namely, deicomposed in such
way that it will contain only atomic con-
cepts.Usually, this is done simply by substitut-
ing the concept descriptions in the definition
instead of non-atomic concepts. Denote as
nf(C) the set of atomic concepts which is
in the normal form of the concept C. Note
that CED (where C - structural subsumption),
if nf(D) < nf(C).

Taking into account given structural de-
scription of the concept, the measures above
can be reformulated as follows.

For feature-based model, we will con-
sider features of the concept as atomic concepts
and a complexconcept as conjunction of these
atomic concepts. Considering the peculiarities
of the intersection and the difference of the sets
of atomic properties, the similarity measures,
under the conditions of their symmetry, can be
determined as follows:

contra(C, D) =def f(lcs(C, D))

= 0,5+ f(diff(C, D))

- 0,5+ f(diff(D, C))

2 f((C,D))

Note, the function f is a counter of prop-
erties, possibly weighted, in these measures.

Now, let consider the model of the se-
mantic network. When the network is an hier-
archy and the concept C has is-a ancestor: U1,
U2, U3, ..., Un-1, Un, introduce the concept C*
such that C := C*n U1n U2n U3n...NUn-1M1
Un. In the result T-Box the defined concept
has the same hierarchy as initial nodes in the
semantic network. Moreover, if the source
network U1, U2, ... Un =T is the path to the
root of is-a hierarchy then the normal form
of the concept Ul in DL is nf(U1) =U_(1 )**nN
U_(2 )**n...nU_(n-1 )**. Other words, if the
network is a tree then concept’s cardinality

28

% 2% f(Isc(C, D)) + f(diff(C,D) + f(dif f(D, C)

is the normal form of the concept C - |nf(C)|
and it is equal to the distance of the path from
node U1 to the root. Paths from C and D to
the root are intersected in E= MSA(C,D), that
is the same as LCS(C,D) on the subsumption
hierarhy. Then the distance between the con-
cepts C and D may be defined as follows:

dist(C,D)  =def  [nf(C)[+[nf(D)]-
2*Inf(LCS(C,D))/, where |X| is the cardinality
of the concept X.

Respectively, for information models:

dist(C.D) = def  IC(C)+IC(D)-
2*[C(les(C,D)),

sim(C,D) = def  (2*IC(Isc(C,D)))/
(IC(C)+IC(D))
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Existentional measures

of the concept similarity

In the existeontional approaches a
similarity value is calculated by counting joint
instances of the concept extensions [26] or by
measuring a content variation between
concepts [27, 28, 29].

As a rule, an ontology has a structure
which is more complex that simple taxonomy.
So, similarity measures that are based on dis-
tances in the taxonomy or based on usage of
MSA can’t be applied.

Note that the semantic relation of sub-
sumption is based on canonic interpretation of
ABox and assumption of unique namespace
(UN A) of DL. It follows that the interpreta-
tion of the instances of ABox are themselves,
and different individuals, corresponding to dif-
ferent objects of the business -area, have dif-
ferent names in the namespace. So, we will de-
termine the similarity measure based on their
extensions in the canonical interpretation of
DL [25].

Let Zis a set of concepts in DL ALC, a
A is ABox with the canonical interpretation J.
The semantic similarity of concepts 8 is a func-
tion: 8:LXL—[0,1], that is defined as:

1.7

s(C,D) = |C7|+||D7||—|17|

IC7L171/1D7)),

where /=CND and (.)’ is an extension
of the concept in the interpretation J.

The measure above may be justi-
fied as follows. If the concepts C and D are
equivalent (both CED and DEC are true)
then 8=1. If the concepts are different at
whole and intersection of their extensions
is empty, then the similarity value is a mini-
mal, so it is equal 0. In the case of non-emp-
ty intersection of the concepts the measure
has a value in the rank from 0 to 1. So, this
measure expresses a degree of the simi-
larity of the concepts C and D reduced on

+ max(|I]/

|). This value presents a difference of these
concepts. [t means that the similarity is con-
sidered as value weighted respectively the
similarity degree (it is not absolute value).
This measure corresponds to a rather strict
semantic relation between the concepts,
which is provided by the subsumption.

Measures of GCS-similarity
of the concepts

The measures of GCS-similarity are
determined based on the term of GCS-cov-
er. They may be applied in the cases when
other measures, namely, ones based on con-
cept extensions intersections, information
content or path distance, don’t work. The
measures based on GCS also use the term
of a concept extension but the similarity
value is defined as variation of number of
instances in the concepts’ extensions rela-
tively the number of instances in the exten-
sion of their super-concept instead of count-
ing common instances of the concepts. The
common super-concept is defined by GCS of
the concepts and the measure w.r.t. TBox T
of ALC is formally determined as follows.

T 1s ALC- TBox. L is descriptive logic
that include ALC. C and D are concept de-
scriptions in £(T). Then a semantic similarity
measure § is a function §: (T)X(T) —[0,1]
that determined as follows

min(|CY1,|D7])

|(GCS(C, D))I|

|(6esce, )|
|A7|

S(C,D) =

x| 1—

_min(ic?1,1p7))
|(6esce, b))’

where (. )J calculates a concept’s extension
w.r.t. interpretation J (canonical interpretation
[2, 9.

So, if two concepts are semantically
similar they should have good common super-
concept that is close to both concepts, namely,
it is extension of super-concept which con-
tains a lot of individuals that are common with
initial concepts. In such case the value of the
function is approaching 1. Vise versa, if the ini-
tial concepts are very different, then their GCS
and their super-concept contains many instanc-
es that do not belong to the source concepts,
i.e. the value of the similarity will approach 0.
This measure doesn’t require the intersection
of the concepts and doesn’t take into account
the path distance between them. Moreover, to
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avoid obtaining an incorrect value of similarity
in the case when one concept is very similar to
the super-concept and very different from an-
other concept, which is compared, the minimal
extension of concepts is considered in the mea-
sure’s definition.

Defining the similarity
measures

at knowledge and mixed levels

Recall that similarity metrics of
knowledge and mixed levels are measures for
determining values of matching individuals
and an individual and a concept, respectively.
Determining measures involving individu-
als is based on the term of the Most Specific
Concept (MSC). We can compute MSC or its
appro—xi-ma—tion for each instance in ABox.
These terms are equivalent in some cases.

Let a and b are two instances of ABox,
A*=MSC*(a), B*=MSC*(b). Then, semantic
similarity measures may be applied to the de-
scriptions of the concepts A* and B*, and a re-
sult value will express the degree of similarity
of corresponding individuals:

Va,b: s(a,b) = s(A*,B*) = s(MSC*(a),
MSC*(b))

Likewise, the value of similarity bet-
ween the descriptions of the concept C and the
individual a may be calculated by determining
the approximation of MSC of the instances and
further applying the similarity measure to the
concept C and the approximation MSC* of the
instance a:

Va,C: s(a,C) = s(A*,C) = s(MSC*(a), C)

So, both measures are reduced to deter-
mining the similarity of the concept descrip-
tions after preliminary approximation of in-
stances. In this case, any of the above models
can be used to calculate the value of similarity
of concepts.

It should be noted that the complexity
of the proposed methods depends on the com-
plexity of the standard methods of inherits in
DL.

Applying the similarity measures
based on the DL ontology

POGeometry (an example)
Consider the application of the mea-
sures of similarity of concept descriptions
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based on their extensions in canonical interpre-
tation DL on an example of the domain ontol-
ogy POGeometry.

TBox of the domain ontology POGeometry:
Coordinate, GeometricFigure

Vertex C has.XCoordinate

Vertex E has.YCoordinate

XCoordinate £ Coordinate

YCoordinate E Coordinate

Coordinate £ hasValue. NUMBER

Vector C 2has.Vertex

Vector C has.VectorLength

Vector E has.VectorAngle

VerterxLength £ hasType.NUMBER
VerterxAngle = hasType.NUMBER

Height © hasType.NUMBER

EdgeLenth C hasType.NUMBER

Polygon = GeometricFigure M=has.Vertexn
=has.Vector

Circle E GeometricFigure

Quadrangle = Polygon M=4has.Vertexn
=4has.Vector

Triangle = Polygon M =3has.Vertex =3has.
Vector

Polygon E has.Vertex

Polygon C has.Vector

Triangle E =3has.Height

Square C hasType. NUMBER
GeometricFigure C has.Square

Circle E GeometricFigure

ABox:

Triangle(ABC), Triangle(XYZ),
Triangle(A1B1C1), Triangle(B1C1D1),
Triangle( AIC1D1), Triangle( A1B1D1),
Triangle(X1X2X3), Triangle(X2X3X4),
Triangle(X3X4X5), Triangle(

X4X5X6), ..., Quadrangle(A1B1C1D1),
Polygon(X1X2X3X4X5X6.), Circle(O1),
Circle(O2)

Taking into account the definitions
of the concepts Quadrangle and Triangle
we may inherit the subsumption of the con-
cepts Triangle = Polygon and Quadrangle C
Polygon. So, all individuals of the concepts
Triangle and Quadrangle are instances of the
concept Polygon.

So, |Polygon’|=47, |Triangle’|=29,
|Quadrangle’|=17.

Then, the similarity of the concepts Tri-
angle and Polygon may be determined based
on sets of their instances as follows:
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Let I=TriangleMPolygon, then

s(Polygon, Triangle)
B 1§
~ |Polygon?| + |Triangle?| — |I’|

|17] |7
*
max |Polygon’|’ |Triangle’ |
29 (29 29) 29
=——sxmax|—,— | =—
47 + 29 — 29 4729 47
= 0,62

Taking into account that the interpreta-
tions of the concepts Triangle and Quadrangle
have no intersection
|I’| =0,where I = Triangle N Quadrangle,
their values of similarity by instances will also
be equal 0. In this case, certainly, the feature-
based similarity measures or similarity mea-
sures using the least common subsumer are
more reliable.

It should be noted that shown ex-
ample is based on basic DL which use only

the inter-section constructor, and TBox,
in fact, is a taxonomy. So, LCS always ex-
ists for their con-cepts, and for any con-
cepts C and D from this Tbox the statement
LCS(C,D)=MSA(C,D) is the true. Particular-
ly, Polygon =LCS(Triangle, Quadrangle) =
MSA(Triangle, Quadrangle).

The function of the similarity concepts
based on LCS may be defined based on the
path distances between concepts or based on
intersections of extensions of corresponding
concepts (their sets of individuals).

dist(Triangle, Quadrangle) = def
|nf(Quadrangle)|+|nf(Triangle)|-
2*|nf(lcs(Triangle, Quadrangle))|=
|nf(Quadrangle)|+|nf(Triangle)|-
2*|nf(Polygon)|=2+2-2*]=2

Using feature-based model the similar-
ity measure is:

2f (ftrs(Triangle) N ftrs(Quadrangle)) 21 1

s(Triangle, Quadrangle) =ger

Taking into account that, in this case,
GCS=LCS=MSA the similarity value is:

S§(Triangle, Quadrangle)

f(ftrs(Trangle)) +f(ftrs(Quadrangle)) ~3+3 3

_ min(|Triangle?|,|Quadrangle?|)
~ |(LCS(Triangle, Quadrangle))? |

|(LCS(Triangle, Quadrangle))g |

1
* A7

min(|Triangle?|, |Quadrangled|)
|(LCS(Triangle, Quadrangle))‘7 |

_ min(|Triangle?|,|Quadrangle?|)

|Polygond|
|Polygond| min(|Triangle?|,|Quadrangle?|)
( T ] *(1‘ [Polygon] ))
17 47 17 17 19
B E*<1_E*(1_E>>=E*Ezo'“
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Conclusions

In this paper the analysis of semantic
similarity indicators, classified by approach-
es and estimation models is carried out. De-
scribed measures use semantic reasoning
such as, for example, instances checking of
given ABox (it means calculating the con-
cepts extensions). The internal complexity
of expressive DL languages, such as ALC,
causes the non-effectiveness of structural ap-
proaches to reasoning, so the definition of
similarity functions is based on the use of
The Set Theory. This allows the use of nu-
merical approaches at the symbolic level of
representation of DL.

The estimation models and similarity
measures on different estimation levels are an-
alyzed in the article. The main is defining simi-
larity between concepts (models of conceptual
level). The tasks of calculating the values of
similarity between individuals or between an
individual and a concept reduced to finding
MSC for individual(s) and estimating similar-
ity of appropriate concepts.

The most of described measures are built
based on basic DLs which support only inter-
section constructor. But described approaches
may be applied for any DL that provides basic
reasoning services, namely: instances checking
and MSC (approximation).

Proposed similarity measures may be
useful for resolving a lot of different problems
of different types, particularly big data prob-
lems such as, for example, information re-
trieval in the context of terminological systems
of knowledge representation, data classifica-
tion and categorization, etc.
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ONTOLOGY-BASED SEMANTIC SIMILARITY
TO METADATA ANALYSIS
IN THE INFORMATION SECURITY DOMAIN

It is becoming clear that one of the most important resources to combat cyberattacks is the processing of
large amounts of data in the cyber environment. There is also a need to automate the tasks of searching,
selecting and interpreting Big Data to solve operational information security problems. For analyzing Big
Data metadata, the authors propose pre-processing of metadata at the semantic level. As analysis tools, it is
proposed to create a task thesaurus based on the domain ontology, which should provide a terminological
basis for the integration of ontologies of different levels. For building task thesaurus, authors proposed to
use the standards of open information resources. The development of an ontology hierarchy formalizes
the relationships between data elements for machine learning, and development of artificial intelligence
algorithms to adapt to changes in the environment, which will increase the efficiency of big data analytics
for the cybersecurity domain.

Keywords: big data analytics, information security, cyber security, ontology, thesaurus, unstructured data,

metadata, semantic similarity.

Introduction

Maintaining the growth and efficien-
cy of enterprises while protecting confiden-
tial information is becoming increasingly
difficult due to the ever-increasing threat
of cybersecurity. The rise of cyberattacks
is of great concern to both businesses and
individuals. Also, the amount of informa-
tion processed around the world has grown
significantly over time, prompting cyberse-
curity to become more sophisticated and to
introduce new methods of processing large
amounts of data.

The use of big data itself can be incred-
ibly useful, as it can not only help block any
potential cyberattacks, but also help analyze
vast amounts of data much faster and easier.

Obviously, data corruption prevention
is one of the biggest big data challenges in
cybersecurity. To make the most of big data,
you need to know how to analyze it properly
and use it to make the wisest.

Then cybersecurity big data analytics
comes forward. It allows security profession-
als to analyze much more information and
data than traditional cybersecurity solutions.
Security systems use big data to automate
the calculation of operations as correlation
rules, which have the ability to dramatically
reduce the number of false positives gener-
ated by the system.
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The rapid growth in the popularity
of big data analytics contributes to machine
learning and deep learning, which are subsets
of artificial intelligence. These teaching meth-
ods can process large amounts of data col-
lected by the system and identify patterns that
may indicate a cyber-threat. The challenge of
safe big data is to analyze and process very
large amounts of data in a timely manner to
respond more quickly to incidents and obtain
meaningful information that can be used by
cybersecurity professionals.

The data itself faces big data chal-
lenges, which creates difficulties at every step
from data collection to visualization and use.
Thus, there is a need for a semantic context to
access data and use and interpret results. For
a semantic context, the same term can be rep-
resented differently, and therefore the result
will depend on the context itself. However,
you can find different concepts that represent
the same object, or data that share a definition
that is different from another. It is semantic
technologies used to eliminate inconsisten-
cies, evaluate and identify new information
from existing knowledge bases, so it is ad-
visable to consider different approaches that
combine semantic technology with big data.

So Big Data is being used effectively
today to make decisions in information se-
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curity and cybersecurity systems. Big Data
analytics allows you to make more informed
decisions, ensure regulated implementation,
and make recommendations to improve
policies, guidelines, procedures, tools, and
other aspects of network processes. The
use of semantic modelling methods in Big
Data analytics is necessary for the selection
and combination of heterogeneous Big Data
sources, recognition of patterns of network
attacks and other cyber threats, which must
occur quickly to implement countermea-
sures [1].

Metadata role’s for

interpretation Big Data

Big Data analytics in information secu-
rity needs to solve the tasks of external units
of Big Data. These data are used to predict and
stop cyberattacks. Attack prevention and threat
intelligence are becoming important for secur-
ing information systems and technologies.

In order for a data set to be consid-
ered big data, it must have one or more of
the following characteristics: volume; speed;
diversity; certainty; value [2]. Volume is the
volume of data sets, i.e. the amount of data
generated; speed (speed of formation and
transmission of data) covers the structure, be-
haviour and permutation of data sets; diver-
sity (type of structured and unstructured data)
encompasses the tools and methods used to

data source

process large or complex data sets. Reliability
refers to the quality or accuracy of the data,
which can cause data processing to eliminate
errors and noise. Value is defined as the use-
fulness of data and it is intuitively related to
reliability, because the higher the accuracy of
the data, the greater their usefulness.

Metadata (see Fig.) for Big Data are
blocks of data, both physically attached to big
data and located externally from Big Data.
These metadata provide information about
the characteristics and structure of the Big
Data sets: name; data origin, data source in-
formation; source; XML tags indicating the
author and date of creation of the document;
attributes indicating the size and formatting,
control of the total amount; number of data set
records; image resolution; brief description of
data, etc. [3, 4].

It is important that metadata is ma-
chine-readable, as this helps maintain the ori-
gin of the data throughout the lifecycle of big
data analytics, which helps to establish and
maintain the accuracy and quality of the data.

Thus, there is a need for semantic anal-
ysis of Big Data metadata based on the de-
velopment of methods for analyzing natural
language (NL) metadata texts using the Big
Data ontology, which formalizes the knowl-
edge and features of the domain and allows
for semantic processing, if necessary, other
elements of big data metadata.

-------- enterprise --------~

internal b

l metadata

metadata

117

Fig.1. Metadata are adding to data from internal and external sources [1]
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Ontological analysis
for information security

The basis of the cybersecurity ontolo-
gy is the need for a common language that in-
cludes basic concepts, complex relationships,
and basic ideas. The most important feature of
the cybersecurity ontology is that it illustrates
the relationship between all the elements. By
creating a correct and coherent cybersecurity
ontology, cybersecurity professionals around
the world can communicate effectively and
develop a common understanding of impor-
tant areas in this field.

Because cybersecurity ontologies are
unique in that they cover the relationship be-
tween each entry in the ontology, this allows
cybersecurity professionals to make faster
and more accurate decisions. In addition, the
ability to see the relationship between inci-
dents, events and concepts provides valuable
information.

Cybersecurity ontologies have become
increasingly popular in recent years, as such
a taxonomy allows cybersecurity profession-
als in different organizations or even in differ-
ent countries to communicate faster and more
efficiently, as well as to use their resources
more efficiently. Also, ontologies can be very
useful for describing critical vulnerabilities,
risky vulnerabilities, and vulnerabilities that
can harm organizations, employees, and regu-
lar users who use mobile devices.

Today, there are a large number of on-
tologies for information security that reflect
various individual aspects of this subject area.
For example, researchers have developed ap-
plication ontologies to identify and classify
network attacks: ontology for distinguishing
network security status [5]; ontology of in-
trusion detection [6]; ontology for automated
classification of network attacks [7]; ontology
for predicting potential network attacks [8].

Other ontologies can provide an adap-
tive vocabulary that can improve behavioural
analysis and help stop the spread of threats.
Terms for such IS ontologies can be obtained
from open sources, such as a dictionary of IS
terms [9] and the standards of this subject area.

These ontologies describe the main
artefacts of a cyber-attack to support the
overall presentation of collected data and
reuse, namely:
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- the attacker’s network environment,
including its IP address, network size, range
and name;

- the attacker’s hosting environment,
including information on the hosting operat-
ing system and its vulnerabilities, detected
open ports, the level of the blacklist of the
host in question based on its IP address, the
number of virtual hosts;

- the type of organization where the
attack will take place, as well as information
about the location of the host with coordinates;

- type of attack based on its classifica-
tion according to existing cyberattack diction-
aries;

- date, day and time of the attack,
taking into account the time zone of the at-
tacker.

Clarifications or sub-concepts regard-
ing countermeasures, assets, threats and vul-
nerabilities consist of a specific technical vo-
cabulary. The dictionary was compiled from
literature and security taxonomies. Ontology
is implemented in OWL, where concepts are
implemented as classes, relationships are
implemented as properties, and axioms are
implemented with constraints. In Fig. a frag-
ment of such an ontology of upper level of
cybersecurity is given.

To select and interpret the external
blocks of Big Data, an ontology of the prob-
lem to be solved in the field of cybersecu-
rity is used. The cybersecurity information
system contains a hierarchical structure of
interconnected ontologies: domain ontol-
ogy, Big Data ontology, and task ontology.
To select Big Data blocks, the task ontology
can be replaced by a task thesaurus, which
can be built by a Big Data ontology, you
need to select a set of classes and a set of
instances of classes. It is also advisable to
highlight the relationship between attribute
instances and their values. The following
formal model was used to describe the on-
tologies of big data:

Opp =< C,R,1,D,, 4> (1)

which contains the following elements:

C=C-u(y, —a set of ontology con-
cepts, where C- a set of classes,C;, a set of
class instances;
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Fig. 2. The fragment of ontology of the cybersecurity [10]

R=cr, Vior}Vor, Vidr;}Udr,
the set of relations between the elements of
the ontology, where cr,,. — hierarchical rela-
tions between ontology classes; {or;} — a set
of object properties that establish relation-
ships between instances of classes; or,,. — hi-
erarchical relations between ontology classes;
{dr;} — a set of data properties that establish
the relationship between instances of classes
and values from D, ;dr,. — hierarchical rela-
tions between the properties of these instanc-
es of ontology classes;

I ={I-Ulp} —aset of characteristics
that can be used for logical inference over the
ontology;

D, — a set of data types for dr; ontol-
ogy class values; 4 — a set of rules.

Task thesaurus is a special case of
the subject area ontology, which contains
only ontological terms, but does not de-
scribe the semantics of the relationships
between them in order to analyze NL texts.
It can be automatically generated from the
ontology of the subject area and the de-

scription of the problem in NL [11]. In the
task thesaurus for concepts and relation-
ships, a weight is introduced that indicates
the degree of significance of a concept or
relationship that improves the quality of
model processing. The formal model of the
thesaurus has the form:

T =<C,,R,,Inf > (2)

where C, c C —final set of terms; and
R, < R — the final set of relationships be-
tween these terms, Inf — additional informa-
tion about timing (e.g. weight).

The task thesaurus has a simpler
structure because it does not cover on-
tological relations and for each concept
has additional information as a weight
W eW,i=1,n. Then the formal model task
thesaurus is defined as a set of ordered pairs
Tk =<(c; € C,,w; € W), I, Inf > with more
information in Inf regarding the source of the
ontology. The algorithm of thesaurus genera-
tion for InRs has the following main stages:
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Formation Docs = {doc;},i=1,n, ini-
tial set Docs from text documents doc; relat-
ed to InRs, where each document doc; from
the set Docs has a weight factor W, which
allows you to determine the importance of
document elements for the InRs thesaurus.

Formation of the dictionary InRs
D(doc;) for everyonedoc;, which contains
all the words found in the document. Then the
dictionary Dp,,, formed as a sum D(doc;):

n
Dpyes = UD(doci).

i=1
Generation of InRs thesauri 7, , as pro-
jections of a set of ontological concepts ¢ on
the plural Dp,.. T,,, < C. This processing
step is aimed at removing terms from other non-
user domains and stop words. The main prob-
lem at this stage is the semantic relationship of
fragments of NL with 7, with the concepts
of the set C domain ontology Opp,. It can be
solved by linguistic methods that use lexical
knowledge bases for each NL that go beyond
this work. Each word from the thesaurus must
be associated with one of the ontological terms.
In the case of a lack of relations, the word is
considered as a stop word or an element of nota-
tion, in which case it must be rejected.

A semantic bunch R, ,j=Ln is a
group of thesaurus InRs associated with a
single ontological term, used to train the se-
mantics of documents written in different
languages, and treated as Vp €T, € R, , where
Rtl- :{pEDDocs :Term(p):cj EC} .

' In the case where the domain ontology
Opp 1s not defined, we assume that the do-
main has no restrictions, and therefore does
not remove any elements from the dictionary
InRs: 7, .c = Dpys-

Task thesaurus can also be generated
based on InRs thesauri using set operations like
sum, intersection and complement sets. Thus, a
thesaurus of a particular domain can be formed
as the sum of thesauri InRs related to that domain.
The weight of a term for a given amount operation

is defined as the sum of its weight in each InRs.

Methods for assessing semantic
similarity for generating thesauri
based on ontology

Semantic similarity is a field of re-
search that is actively developing, which is
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based on an attempt to calculate the relation-
ship between words, concepts, sentences,
paragraphs and documents. The similarity
between two words is a measure of the prob-
ability of their meaning, calculated on the
basis of the properties of concepts and their
relationships in the ontology. Semantic simi-
larity plays a fundamental role in information
management, especially for unstructured data
that in addition comes from a variety of flex-
ible sources.

Semantic similarity is used to encom-
pass similarity measures that use an ontology
structure or external sources of knowledge to
determine similarities between entities within
one ontology or between two different ontolo-
gies. Potential applications of these measures
are knowledge identification and decision
support systems that use an ontology.

Semantic similarity concepts are a
subset of the domain concepts that can be
joined by some relations or properties. If do-
main is modeled by ontology then Semantic
similarity concepts is a subset of the domain
ontology concepts. There are several ways to
build semantically similar concepts, which
can be used separately or together. The user
can define Semantic similarity concepts di-
rectly (manually — by choosing from the set
of ontology concepts or automatically — by
any mechanism of comparison of ontology
with description of user current interests that
uses linguistic or statistical properties of this
description).

Semantic similarity concepts can join
concepts linked with initial set of concepts by
some subset of the ontological relations (di-
rectly or through other concepts of the ontol-
ogy). Each semantically similar concept has
a weight (positive or negative) which deter-
mines the degree of semantic similarity of the
concept with the initial set of concepts.

A lot of different approaches used now
to quantifying the semantic distance between
concepts are based on ontologies that contain
these concepts and define their relations and
properties.

Factors related to the hierarchy of on-
tologies can affect the measurement of se-
mantic distance: path length, depth and local
density. Similarity measures and taxonomy
are interconnected by taxonomic connec-
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tions, i.e. the position of concepts in the tax-
onomy, the number of hierarchical connec-
tions and the information content of concepts
are considered.

Approaches to calculating semantic
similarity can be classified into the following
main categories:

* by structure - approaches based on
the structure or calculation of edges, se-
mantic similarity based on taxonomic rela-
tions of the ontology hierarchy (is-a, part-
of). They calculate the length of the path
connecting the terms and the position of
terms in the taxonomy. Thus, the more simi-
lar the two concepts, the more connections
between the concepts and the more closely
they are related [12] [13].

the shortest path is a simple, power-
ful measurement designed first and foremost
to work with hierarchies. Where Max is the
maximum path length between C; and C, in
the taxonomy, and SPis the short path con-
necting C; with C,:

Sim(Cl, Cz) =2 *MaX(Cl, Cz) -SP (3)

Hirst and St-Onge - measure HaS [14]
calculates the relationship between concepts,
using the distance between the nodes of con-
cepts, the number of changes in the direction
of the path connecting the two concepts, and
the acceptability of the path. Where SP is the
short path connecting C; to C,, d is the num-
ber of direction changes, C and k are con-
stants. Thus, the longer the path and the more
direction changes, the smaller the Sim .

SlmHas(Cl,Cz) =C-SP-kx*d (4)

Wu and Palmer - WaP measure [15]
calculates the similarity, taking into account
the depth of the two concepts in the taxon-
omies of WordNet, as well as the depth of
LCS (Least Common Subsumer (LCS), the
formula:

depth(LCS(Cy,C,))
depth(C,) + depth(C,)
* by terms of information content - ap-
proaches based on the content of informa-

tion use, the information content of concepts
to measure the semantic similarity between

two concepts. The value of the information
content of the concept is calculated based on
the frequency of the term in this collection of
documents.

Lin — Lin et al. [16] [17] proposed a
measure based on an ontology bounded by
hierarchical connections and corpus. This
similarity takes into account the informa-
tion between two concepts, such as Reznik
[18], but the difference between them is in
the definition:

2#1In( Py (G, C5))
In(p(C))) +1In(p(Cy))

* by characteristics - characteristics-
based approaches assume that each term is
described by a set of terms that indicate its
properties or characteristics. The degree of
similarity between two terms is determined
according to their properties or according to
their relationship with other similar terms in
the hierarchical structure. Tversky [19] takes
into account the characteristics of terms to
calculate the similarity between different
concepts, ignoring the position and informa-
tion content of terms in the taxonomy. Each
term should be described by a set of words
indicating its characteristics.

GNG)|
| NG| +a|C - Cy|+(a@-1)|C, -G

Simy;, (Cy,Cy) = (6)

Simy, . (C,Cy) = (7)

where C, and C,represent the cor-
responding sets of descriptions of the two
terms. « € E[0,1] is the relative importance
of unusual characteristics. The value of « in-
creases with commonality and decreases with
the difference between the two concepts. The
definition of « is based on the observation that
similarity is not necessarily a symmetric rela-
tionship.

Many measures take into account only
the path length between concepts. The basic
idea of such estimates is that the similarity
of the two concepts is a function of the path
length that connects concepts (by taxonomic
relation “is-a”) and their positions in the tax-
onomy. The same approach can be applied
to arbitrary domain ontology where path be-
tween concepts can consist of all ontological
relations.

Semantic similarity estimation param-
eters from various approaches (for example,
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from (3)-(7)) can be used for generation of
task thesaurus. We can consider such thesau-
rus as a set of concepts that have semantic
distance from some initial set of concepts
greater than some constant ones. In these
estimations we can use different coefficients
for universal and domain-specific relations
R of domain ontology Opp .

Conclusions

Prospects for automating the cre-
ation of thesauri based on ontologies de-
pend on the availability of appropriate do-
main ontologies and well-structured, reli-
able InRs that characterize the needs and
interests of users in information. There-
fore, we can find InRs where such param-
eters are clearly defined and can be pro-
cessed without additional pre-processing.
Semantic Wiki, where the relationship be-
tween concepts and their characteristics is
determined by semantic properties, meet
the following conditions.

Big data is the best way to develop
when it comes to cybersecurity, as identi-
fying threats at the earliest opportunity be-
comes easier. Big data undoubtedly has ad-
vantages for any business that requires regu-
lar processing of large amounts of data. But
despite this, the increasingly sophisticated
methods used by cybercriminals are becom-
ing increasingly difficult to combat. In large
organizations with hundreds of employ-
ees, the system collects and analyzes huge
amounts of data. Security professionals can
use this information to predict trends and im-
prove cybersecurity. With this in mind, it is
safe to say that optimal approaches to cyber-
security should be used.

The semantic similarity was reviewed
and its important role in the task of automat-
ing the creation of thesauri based on ontology
was emphasized.
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SPECIALIZED SOFTWARE FOR SIMULATING
THE MULTIPLE CONTROL
AND MODULATIONS OF HUMAN HEMODYNAMICS

Special PC-based software simulating quantitative models of mechanisms that provide the overall control
of human circulation is created. The autonomous software essentially expands the range of tasks concern-
ing the modeling of cardiovascular physiology, in particular, of mechanisms controlling cardiac function,
vascular hemodynamics, and total blood volume under unstable internal/external physiochemical environ-
ments. The models are verified on data representing hemodynamic responses to certain physical tests. The
user-friendly interface provides all stages of preparation and analysis of computer simulation. The PC-
based simulator can also be used for educational purposes.

Key words: physiology, cardiovascular system, acute and long-term control, model, simulator.

Introduction

Modern technologies providing the
quantitative mathematical (computer) model-
ing of human physiological systems and the
creation of specialized simulators (SS) [1-3]
meet three independent problems. The first one
is how to choose the right physiological con-
cept to be modeled. The second one is how to
apply adequate mathematics. The last problem
concerns programming technologies (PT). Es-
pecially, a user-friendly interface (UI) develop-
ment finally plays the most decisive role in the
“fate” (usability) of SS.

So, before starting the code creation, a
big hidden pre-work has been done. The cho-
sen biological concept is the main stage result.
Usually, programmers, involved in complex
projects concerning biology are not aware of
serious problems arising on this stage of the
work. The matter is that in contrast with the
commonly modeled objects (e.g. in industrial
technologies), the model of every physiologi-
cal system reflects both the level of science and
the fact of simultaneous existence of competi-
tive conceptual views of the same biological
object or process. So, the team leader should
have a high level of professional knowledge
and proper biological background for choosing
the most matching physiological concept.

The cardiovascular system (CVS) is
one of the most often modeled human physi-
ological systems [1-6,]. Purposes of the
modeling determine both the complexity of
CVS model and the modeling method. The
lumped-parametric approach is the mostly

used method for CVS’s modeling [1-3]. If
the number of vascular compartments in the
model is properly large, this method provides
the accuracy of regional circulation simula-
tion. However, the larger this number is the
smaller the numerical simulation step is and
the larger calculations are. Therefore, mod-
els created for numerical simulations on PC
have to match the capabilities of current PCs.
On the other hand, every model has to be in
some manner identified and validated for con-
trol situations. The detailed presentation of
the vascular net meets with the problem that
data required for the model validation are
often absent. Both these opposite demands
result in a workable compromise model. An-
other big problem of CVS’s modeling con-
cerns the endogenic mechanisms. The matter
is that not all the concerned mechanisms are
circulation controllers. Some of the feedback
mechanisms really control CVS’s parameters
while others only modulate them. In order to
investigate the physiological roles of mecha-
nisms directly or indirectly modulating the
current states of the heart and vasculature, the
modeler needs a proper physiological concept
concerning goals of so-called control mecha-
nisms. The biggest problem is that there is yet
no commonly accepted concept. Therefore,
the concept accepted by the modeler usually
reflects his subjective motives.

This publication aims to illustrate
both internal connections of the triad of
problems and the ways of these problems
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solution during the special software devel-
opment. Commonly accepted physiological
concepts concerning arterial pressure neu-
ral-hormonal control are modified by new
ideas proposed in [9,10].

A short description
of the basic model

SS is based on a complex quantitative
mathematical model which presents the hu-
man CVS as an open system interacting with
a certain number of associated physiologi-
cal systems (APS). Within the framework of
traditional physiology some of these APS are
known as circulation controllers. They could
influence the total blood volume dynamics and
current values of CVS’s parameters.

The core model and models of certain
APS are described in [5-9] while models of ad-
ditional APS are described in this paper.

It 1s worth to stress here that the core
model of hemodynamics contains of two sub-
models separately describing pump functions
of the right and left ventricles respectively. The
third sub-model describes hemodynamics in a
vascular net of 21 lumped-parametric arterial
and venous compartments. Each vascular sec-
tion possesses its own constant initial charac-
teristics (rigidity, unstressed volume, and resis-
tance between neighboring lumped-parametric
vessel sections), [5]. In addition, the core mod-
el assumes the total blood volume is constant.
But in the complex model, the total blood vol-
ume is under influences of certain endogenic
mechanisms. Namely, each of the so-called
control mechanisms is able to alter the value
of at last one of the cardiovascular parameters
included in the core model.

Both ventricles are modeled similarly
as a flow generator: it connects the mean out-
put flow of ventricles with their constant pa-
rameters and variable mean input pressure
[5]. The transforming function of the ventricle
takes into account its structurally determined
constants, as well as its inotropic state. The
stable heart rate on its autonomous level trans-
forms ventricles’ output to a heart output in ml/
sec. So, the heart model does not imitate car-
diac pulsatile behavior but is a model relative
to mean values of pressures and flows.

Figure 1 represents structure of the ba-
sic model. There are eight mechanisms each of

them specifically influences (controls) param-
eters of a core model representing CVS.

In our complex model, main simula-
tions do cover long time periods (tens of min-
utes, hours, and days), thus the pulsatile model
of a heart pump function (HPF) [4] is substitut-
ed by the model describing HPF as a generator
of mean blood flow.

In fact, the HPF is substituted by two
similar models describing quasi-static relation-
ships of ventricular input — output variables
depending on much more inertial immanent
characteristics of right or left ventricle. Input
variables are central venous ( P,(¢)), and lung
vein ( B, (?)) pressures. Ventricles’ end-diastol-
ic capacity (C.(¢),C,(?)), output valve resis-
tances (R (¢),R,,(¢))), and inotropic coef-
ficients (k,(¢),k,(¢)) are connected with their
input pressures ( P.(¢), P, (¢)) and output flows
(Q.(¢) O,(t)) by identical functional relation-
ships of:

0.(0) = [.(F.(0),C.(1), R, (1)),k. (1)),
0,0 = f,(B,(0,C,(1), R,,, (),k, (1)) -

The principle is that the core model of
CVS has six independent channels flows throw
which can alter the total blood volume.

In this version of the complex model,
only for some of these channels the resistance
is internally connected with activities of as-
sociated physiological control mechanisms
(PCM). In the remaining hemodynamic chan-
nels, values of hydrodynamic resistances can
be directly set through UI.

Models of seven independently acting
PCM have been created:

e Mechanoreceptor reflexes initiated
by receptors located in aortic arc, carotid sinus-
es, lung artery, and brain arteries of the circle
of Willis;

e Peripheral chemoreceptor reflexes
activated under alterations of arterial blood
PaCO2, Pa0O2, and pH;

e C(Central and local renin-angioten-
sin-aldosterone mechanism: it is a negative
feedback mechanism activated under low lo-
cal flows in kidneys or other organs. Vascular
tones are the main effectors.

e Antidiuretic hormone mechanism:
this model reciprocally connects the increased
concentrations of aldosterone with decrease of
the rate of diuresis.
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Fig.1. Structure of complex model necessary and sufficient for simulation of mechanisms
controlling or modulating human hemodynamics under external / internal influences.

e Mechanisms activated under energy
deficiency (EDM).

e Regional ischemia.

e Models of blood temperature influ-
ence on hemodynamics.

Special attention should be drawn to
the model for the first time describing EDM.
In human cells, as in every unicellular aero-
bic organism, there are two ways for a syn-
thesis of energy (molecules of ATP). One way
providing less than 5% of ATP molecules is
their anaerobe synthesis using glucose (gly-
colysis). The byproduct of this synthesis is
pyruvate which enters into mitochondria and
its oxygenation provides about 95% of ATP.
So, in ATP production oxygen, along with
carbohydrates, plays the main role. Under
low or moderate deficiency of ATP, oxygen-
associated regulator effects can be modeled
through chemoreceptor reflexes [6]. Their
effects on lung ventilation and hemodynam-
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ics are well-known. However, under acute
severe energy deficiency, the chemoreflector
increases of arterial pressure and blood flows
are not sufficient for overcoming the inhib-
ited metabolism in big groups of cells. There
are additional enhancers of ATP synthesis.
The mechanism of AMP-activated
protein kinase is a way for compensating
the glucose lack [9]. But more important is
the glucagon-glucose mechanism activating
liver glycogen back-transformation to blood
glucose. In parallel with this, under glu-
cose lack a peptide (glucagon), entering into
blood, activates both the chronotropic and
the inotropic states of the heart [9]. So, EDM
has an additional opportunity to modulate
the circulation. The last effects have been
modeled for the first time as follows.

dG()

T, =G +1(t)-m, - W(t)
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T dg(t) _|@,(6(t)-C.)-g()-g,, G(1)2G,
£ dt @, (G, -G(t)-g(1), G. >G()

In these equations, G(¢)andG, repre-
sent current and critical blood glucose concen-
trations, W (¢)is the total load, g(z)is the con-
centration of blood glucagon,w,,w,, and @,
are approximation constants, 7;; and 7, charac-
terize inertia of glucose-glucagon transforma-
tion mechanism.

Ak, (1) =@, -(q-(1) —q-(0));
k(t) = k(0)+ Ak, (2);
AF, (1) = @5 - q(1);
R.(t)=R-(0)-(1-a@,-q-(0)/q.(1)

Here againw, , @, and @ are approxima-
tion constants, Ak,(?)is the glucagon-caused
increase of the heart inotropic state k(¢) from
its initial value of k(0), ¢.(0) g.(¢)represent
initial (normal) and current values of coronary
blood flows, R.(0) R.(t)-appropriate resis-
tances of coronary arteries. AF,(¢)is the glu-
cagon-influenced increase of the heart rate.

Inotropic states of left (&,(¢)) and right
(k.(t)) ventricles assumed to be the same:
k(1) =k, (1) = k()

Each regulator has its part in summa-
ry shifts of F(¢),k (t)andk,(¢), as well as in
shifts of compartmental values of D, (f) and
U, (t), therefore the complex model is capable
to simulate the main endogenic modulations of
both central and regional circulation.

F(6)=F, + ) AF;(0);
D, (t)=D,(0)+ > AD, (1);

U, (0)=U,0)-> AU, (1);

The core model was created in assump-
tion that CVS’s characteristics including the total
blood volume V() are constant. Above it was
shown that both heart and vascular characteristics
are under regulators influences. It is known that
under long-time observations, the value of V()
is also altered. Alterations depend on changes of
the balance between liquid inflows into CVS and
outflows from CVS. So, CVS is an open system
interacting with multiple organs (kidneys, skin,
lungs), intercellular space, as well as with the

digestive system. Most of these participants are
under specific regulators that have not been yet
definitely described in the complex model. At the
same time, empty arrows in Fig.1 depict the fact
that the UI provides the user with direct altera-
tions of certain arbitrarily chosen liquid flows (
Aq,). Thanks to such manipulations, the physiol-
ogist will be able to watch hemodynamic effects
induced by each such alteration.

dv,(t) _
— —;Aqn(t)

In Fig.1, arrows like indicate that
the corresponding model also has direct inputs
provided by UI. Combinations of multiple ar-
rows illustrate that values of associate input
or output flow can be directly modulated by
means of Ul These temporarily implemented
additional options have been used to provide
first (rough) assessments concerning the likely
contribution of real mechanisms modulating
these flows in the intact organism.

Simulation algorithms
A single simulation algorithm (SA)
depends on: 1) actual configuration of physi-
ological models (ACPM); and 2) actual group
of input loads (AGIL). This can be illustrated
by means of Fig.2 which represents the general
view on SA.

Fixed list of - - -
physiological Fixed list of input
models load models

| |

Actualized list of Actualized list of
physiological input load
models models
Actualized Simulation
simulator duration
1 Generating graph
. . forms of the
Simulation =>~
simulated
\ variables

New simulation preparing

Fig.2. Simulation algorithms.
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According to this algorithm, two inde-
pendent procedures have to be performed before
the simulator is ready to execute calculations.
As aresult of the first procedure the user gets the
actualized ACPM. The second procedure gen-
erates AIGL. Additionally, the user should set
the simulation duration. Changing at least one
value in characteristics of ACPM and/or AGIL,
the user can start next simulation.

Potentially, our simulator consists of
12 independently functioning physiological
models and 10 models each representing one
dynamic input load. So, the number of actu-
alized ACPM and AGIL is too large. In fact,
no empirical physiologist has ever observed
hemodynamic effects of entire scenarios pro-
vided by our simulator. The user will be able to
run and analyze the entire spectrum of simula-
tions, he / she will be provided by an effective
user interface.

Input loads

Our models and the entire SS imitate
dynamic physiological responses of a healthy
person to dynamic input loads. Namely, the re-
sponse depends on the absolute level and shape
of the applied load. Theoretically, it is possible
to create a simulator providing the construction
of every arbitrary load profile. Currently, our
SS provides only fixed input loads each having
its specific shape. At the same time, the shape
is set based on the common trapezoidal shape
formally describing the input load W (¢) as:

0, t<T,;t>T,
v, (t=T,);, T,<t<T,
Wiar Tn<t<T,

Wmax_vd'(t_sz); TpZStST'e

W(t) =

where
Tpl :Tb +Wmax /vu;
T,=T,, + W /v,

Here T, is time to start the loading, T, -
time when the maximum load W___is reached,
v, 1s the load increasing velocity, v, is the load
decreasing velocity, T ,,is the end time of the
load plateau, T,is the exposure end time.

All other loads (changes of total blood
volume, blood temperature, occlusion of local
artery) have similar shape or its reduced versions.
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Controlled linear alterations of total
blood volume (V'), namely (£ AV ), are pro-
vided according to formulae:

AV (1) = V,)tv,; T, <t<T,, AV /v,
- Vi @; t<T,y;t2T,,, TAV

where V() is abdominal vein vol-
ume, 7,,, is the start time for the altering of
total blood volume with the velocity v, .
Blood temperature (7°(¢)) alterations
(£ AT?) alter almost linearly the heart rate
F(¢) and regional vascular diameters. These
effects have been modeled by us. In order to
offer the user an access to these mechanisms,
additional formulas describing activation (de-
activation) of these mechanisms are needed.
In our current SS, the incorporated formulas
provide setting of numerical values of normal
blood temperature (7, ) and stable velocity of
temperature’s elevation (+ v, ) until the maxi-
mal (7,2, ) level is reached:

max

(1) = I T°1)=T,,
Ty +v,-t; t,,<t<t,

ty =T —TY)/ vy

By analogy, under temperature lower-
ing with stable velocity of (—v, ), and maxi-
mal (7.2 ) or minimal (7). ) levels:

max in

T, T°(t)<T.
TO(t) — . min ( ) min
Ty —vp -ty b, <t<t,

ty =Ty —To)/vr

The tilt test is an exclusive dynamic load
connected only with the angle ( A(¢) ) that a body
forms with the horizontal axis. Simulations of
this test are possible due to the fact that in the
basic model of hemodynamics, one of determi-
nants of blood flows is the gravitational factor:

G,(t)=y-H,-sin(A(?).

Here y is a constant transforming mea-
sures in cm to mm Hg, index “i”” concerns each
vascular compartment located at a distance of
H, from the zero level (foots).

To imitate gradual ischemia of regional
(kidney, coronary, or brain) artery, two param-
eters are used. One determines the magnitude
of local resistance increase, the other one de-
termines its speed. Formally, the ischemia sim-
ulation is modeled as:
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2
V.0
RO-|——|, t<T,
V.(0)

2
V.0
R(t) = R10~(1+Ai(t)-(V’—(t)J, T, <t<T,

RI(TYeI)9 t>TeI

where A, (1) =A7" -(t=T,,),
Constants AT, 7, and T, will be set
through UL

Requirements to user interface

According to the stated goal, our SS
is a software-modeling tool (SMT). So, SMT
does give the physiologist-researcher the abil-
ity to simulate almost the entire spectrum of
events and situations that have ever been pro-
posed as cardiovascular functional tests. The
most known functional tests are:

1) Exogenous dynamic alterations of
total blood volume;

2) Postural tests for different tilting an-
gles;

3) Dynamic physical aerobic loads of
given profiles;

4) Alterations of blood temperature;

5) Heart myocardium ischemia;

6) Brain ischemia;

7) Kidneys ischemia;

8) Shutdown of any number of control
mechanisms (including the extreme case of the
uncontrolled CVS).

All items on this list excluding postural
tests can be combined. So, specialized UI does
easily provide the physiologist with a computer
experiment (simulation) very similar to experi-
ments provided on a natural organism. Each
experiment has to be specially marked for fur-
ther independent analysis. Therefore, special
simulation passport is necessary. The passport
contains information about the characteristics
of the experiment, namely, the model configu-
ration, parameters of tests, experiment’s dura-
tion, human body position.

Certainly, numerical characteristics
of models do not cover the entire diapason of
the regulator mechanism or possible values
of test parameters. Our SMT will adequately
simulate physiological responses only with-
in certain boundaries that were verified in
special investigations. Most problems, asso-

ciated with the tuning and the verification
of models’ constants, were mainly solved by
means of special software and interface de-
scribed in [11]. That software provided ac-
cesses to about 450 parameters of models.
But in the current software, only the most
informative physiological characteristics
are explicated in graph forms. Namely, the
list of these characteristics includes those
variables that physiologists usually try to
observe and analyze in their traditional ex-
periments. Seven groups collecting these
characteristics are designed.

The first group consists of graphs rep-
resenting dynamics of mean arterial pressure,
systolic and diastolic arterial pressures in the
aortic arch, the mean arterial pressures in the
area of carotid sinus, in brain, in kidneys, in
lungs, mean venous pressures in lungs veins
and in central vein. Besides, the heart rate is
also included in this group.

The second group is formed of graphs
showing dynamics of flows. Here are collected
outputs of right and left ventricles, summary
flow directed to the head and its separation to
flows in hands and brain, flows into abdominal
organs, kidneys, legs.

The third group represents graphs of
six sectional blood volumes. Body sections are
associated with cavities and lungs. Such infor-
mation is important for assessing the power of
the regulators in different postures of a person.

The fourth group consists of graphs
representing variables related to the chemo-
receptor reflex. The group connects three
input variables (pH, PaCO,, and PaO,) with
afferent impulse patterns into the brain struc-
tures that, via modulating of efferent sympa-
thetic and parasympathetic impulse patterns,
alter the lung ventilation, blood concentra-
tion of hemoglobin, as well as the state of
CVS. The matter is that pH, PaCO,, and
PaO, depend on the total rate of energy con-
sumption in cells.

The fifth group represents graphs of
baroreceptor activities in four arterial zones:
aortic arch, carotid sinus, Willis’s circle, and
lungs artery.

The sixth group consists of graphs rep-
resenting blood concentrations of glucose, of
glucagon, of angiotensin-II, and of the antidi-
uretic hormone.
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The seventh group collects of graphs
representing characteristics of right and left
ventricles.

General view of the main window of
SS is shown in Fig.3. Namely, this window
contains main commands, necessary for both
preparing and executing a simulation. In addi-
tion, the window also provides the user with
capabilities to look simulation results.

Simulations preparing and

execution

Every simulation is an independent
computer experiment with a previously col-
lected configuration of models. Operations
needed to prepare a computer simulation, as
well as its executing and results analyzing, are
listed in the window located on the left side of
the UI, shown in Fig.3. Information concern-
ing details of every chosen string is indicated
in the right side of the UI window.

Model configuring is a multi-step oper-
ation aimed to create the desired combination
of activated regulator mechanisms, tests to be
applied, and simulation duration. Additional

opportunities for models activation or deac-
tivation are provided through the windows
shown in right sector of the main window.
Some of these windows are pop-up windows.
An example of the pop-up window designed
to actualize parameters of baroreceptor reflex-
es is shown in Fig.4.

Simulation (when activated) will last
until the exposure time is over. All simulation
results are saved in the operative memory thus
this parameter of PC is critical for determining
the maximal simulation duration.

Our simulator supports the creation of
multiple biological model versions each of
which is capable of providing hemodynam-
ics under a single or more chosen input loads.
In fact, these manipulations imitate empirical
methods of certain control mechanisms deacti-
vation (activation).

Special window providing tests choice
is shown in Fig.5.

Below is the window for preparing
simulations under a special test of aerobic
load. Pay attention that the values of W(t) are
given relatively to the zero level which con-

Configuring actual model

Dynamic input loads (tests)
Hypertonia therapy
Simulation parameters setting Posture
Exposition
Additional
Simulation
Simulation results
Variables of HPF and CH
Variables of the heart pump
Variables of central hemodynamics
Arterial blood biochemical parameters
Parameters of CNS
Hormones and Glucose concentrations
Record

Simulation passport

Configuring actual model

Standard configuration -

«Lame @ Lying

Mechanisms

*= User Interface _— g
: Help Exit
Simulation preparing

ﬁ Sitting R

Staying

Fig.3. User interface in case of regulators’ standard configuration.
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[ ]
Baroreflexes X
Tuning baroreflexes
Activation threshold Contribution
0 100
Aortic arch 90 0
0 100
Carotid sinus 65 0]
0 100
Circle of Willis arteries 55 0]
0 100
Lung arteries 7 0
Save

Fig.4. User interface special window for setting activation thresholds of each reflex,
as well as its relative contribution to summary baroreceptor reflex.

“ User Interface el O
Help Exit
= Simulation preparing
Configuring actual model Choose tests
Dynamic input loads (tests - -
ynamic inp (tests) ¢ @Tiing 75 © Titangle
Hypertonia therapy
= Simulation parameters setting Tests of blood temperature and volume changing
Exposition ests do not appl -
Additional Tests do not appl
Simulation +HV
' - AV
Simulation results AT
= Variables of HPF and CH - g\T; AT
. +AV Ta +
Variables of the heart pump CAV Ta +AT
Variables of central hemodynamics +AV 1a - AT
Arterial blood biochemical parameters 5 -Av Tal' AT rel
rain artery occlusion | Aerobic loa
Parameters of CNS ry
Hormones and Glucose concentrations Coronary artery occlusion Kidneys artery occlusion
Record
Simulation passport

Fig.5. User interface window in case of tests performing.

ventionally represents organism’s summary
energy expenditures needed for providing
the rest physiology in human body horizontal
(clinostatic) position. The user can arbitrarily
set the load starting time (TWbegin), the max-
imal excess load (in % to the rest level energy
expenditures), the load’s increasing speed
(vWup). These three parameters determine
the time moment (TWPlatol) when the load

reaches its Wmax. Parameter of Tstab, char-
acterizing stable load, is also set by the user,
so, the time momentum TWPlato2 for start-
ing load decreasing with a user-defined speed
of vWdown will determine the time momen-
tum TWend for finishing the loading. For t>
TWend values of W(t)=0. Despite this organ-
ism’s responses will last until hemodynamic
parameters return to their initial rest values.
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*& Dynamics of excess aerobic load - m x
Save
w % Wmax
viVup viWdown
)
TWhegin TWPlato Tstab TWPlato2 TWend

Fig.6. User interface window for setting current values of parameters of input load W(t).
The latter is given in a percentage of aerobic W . Time in sec.
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Fig.7. Main variables of central hemodynamics under aerobic load test.
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The loading profile can be saved for re-
petitive simulations with new actual models.

In this paper, we do not present graph
results of each of the seven simulation collec-
tions. Their interface design looks similar to
next pictures illustrating graphs constructed
for the case presented in Fig.6 under regula-
tors’ standard configuration and parameters of
baroreceptor reflexes illustrated in Fig. 4.

It should be noted that in our current
simulator, a simulation starts from data that
have not been exactly tuned for the balanced
hemodynamics. The exact tuning will require
additional special algorithms associated with
human posture. A random data set includes a
certain phase of the initial transitory process
that leads to balanced hemodynamics. Simula-
tor’s previous exploration has shown that the
initial transitory process is almost completed
at the 20-th second. So, it is much easier to use
a common calculation algorithm taking into
account that the simulation results are infor-
mative just for t>20 sec. Namely, they present
dynamic effects of regulators activation against

hemodynamic imbalances initiated by the dy-
namics of W(t). Fig.8 below shows organism’s
responses to this specific load.

As curves in Fig.8 show, under 100%
elevation of W(t) with an increasing speeds
of 0,5 W__/sec and decreasing speeds of
0,5 W__ /sec, chemical indicators of arterial
blood have significant shifts. Shapes of these
shifts are similar to the shape of W(t) (see
also Fig.6). Under the used elevation of W(t),
decreases of pO,, increases of pCO, are large
enough to activate compensatory mechanisms
of peripheral chemoreceptor reflexes. Proper
increasing of lung ventilation and of the num-
ber of red blood cells are only particular com-
pensatory effects of this reflex. Additional he-
modynamic effects of chemoreceptor reflexes
are shown in Fig. 7. Just W(t) returns to its
zero value, all compensatory shifts are slowly
returning to their initial values.

The list of human physiological char-
acteristics used in SS is larger than those
shown in Fig.7 and Fig.8. These figures only
illustrate our approach to visualizing dynamic

®= Chemoreflexes

Simulation Controfled mode!

120+

1005 E

Posture  JOeme

Pressure of oxygen

v .
in arterial blood

Pressure of carbon dioxide
- .
in arterial blood

804

604

401

204

-20 L R R B B
0 248

T T T 1 T 1 T T T T T T T
492 738 984 1230 1476 1722

Time, sec

Arterial

blood acidity index

The percentage of oxygen
in the air inhalation
MNumber

of red blood cell
Percentage

of additional load

Growth rate

of pulmonary ventilation

T T 1 T T T T 1
1968 2214 2460

Fig.8. [llustrations of simulations for a group of variables characterizing chemoreceptor reflex.
Here the aerobic load is twice as high as it is in human rest condition in clinostatics.
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physiological characteristics potentially nec-
essary to be included by physiologists in their
systematic analysis of complex relationships
determining cardiovascular and associated sys-
tems’ integrative responses to internal / exter-
nal physical-chemical loads.

Discussion

The simulator described in the paper
is autonomous software designed for IBM
compatible computers. At the same time,
it is the first result of the long-term funda-
mental investigations aimed to understand
human integrative physiology by means of
novel conceptual and methodological reno-
vations. In particular, renovations concern
traditional empiric research that has to be
expanded with theoretical computer-based
research provided by adequate quantitative
simulators of physiological mechanisms and
events [6-11].

As it was mentioned above, the com-
plex model includes 11 physiological regu-
lators each modifying certain parameters of
the core model. The last one describes self-
regulatory properties of a closed loop (see
Fig.1). So, the complex model includes 12
regulator-associated partial models. Even in
the case when the test and its parameters are
chosen, the user can provide experiments for
212=5096 combinations of activated or deac-
tivated regulators. This number is too huge:
in fact no experimenter has ever explored
the full range of regulators combinations.
Adding to this number also the versions that
appear due to combining certain tests and
modifying their parameters, one can see that
the number of potential simulation scenarios
becomes so big that can hardly be tested by
creators of SS. At the same time, it is worth
to note that the main constants of our mod-
els were tuned using specially developed as-
sistant software [11]. These reasons give us
a basis to consider our SS the first working
version capable of essentially expanding the
physiological research concerning mecha-
nisms altering human hemodynamics. Fur-
ther improvement of this SS needs proper
feedbacks from physiologists exploring our
SS. We are sure that the exploration will ac-
cumulate additional data requiring our more
thorough analysis.
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Conclusion

For the first time special software
(SS) capable of simulating alterations of hu-
man hemodynamics via automatic or arbi-
trary activations of main endogenous physi-
ological mechanisms, is developed. SS is
based on quantitative mathematical models
representing CVS as an open system in-
teracting with multiple associated organs
and systems. Models have been tested and
validated on the knowledge basis concern-
ing physiological norm. Additionally, main
hypotheses of arterial hypertension etiology
can be modeled. SS provides physiologists
with a novel research technology essentially
widening and deepening the fundamental
knowledge concerning human circulation.
SS is also a good modern PC-based tool for
simultaneously visualization of CVS’s dy-
namic characteristics under the chosen list of
input violations. The latter aspect will pro-
mote medical students to better understand
non-obvious integrative human physiology
and special pathologies. SS is also a good
computer program to be used in educational
purposes for illustrating main physiological
and certain pathological regularities to med-
ical students. We plan to expand the models
and the software in order to simulate much
more realistic scenarios of both normal and
pathological human physiology.

References

1. Larrabide 1., Blanco P.J., Urquiza S.A., Dari
E.A., Ve'nere M.J., de Souza e Silva N.A.,
Feijo” R.A. HeMoLab — Hemodynamics Mod-
elling Laboratory: An application for model-
ling the human cardiovascular system. Com-
puters in Biology and Medicine. 2012, V. 42,
P. 993-1004.

2. Fresiello L., Ferrari G., Di Molfetta A.,
Zielinski K., Tzallas A., Jacobs S., et al. A
cardiovascular simulator tailored for training
and clinical uses. J Biomed Inform 2015,57.
P. 100-112.

3. Grygoryan R.D. Problem-oriented computer
simulators for solving of theoretical and ap-
plied tasks of human physiology. Problems of
programming. 2017, Ne3, P. 102-111.

4. Grygoryan R.D., Lissov P.N. A software-simu-
lator of human cardiovascular system based on
its mathematical model. Problems of program-



Software Environment and Tools

ming. 2004, Ne4, C.100-111 (Rus).

5. Grygoryan R.D., Degoda A.G., Kharsun V.S.,
Dzhurinsky Y.A. A simulator of mechanisms
of acute control of human hemodynamics.
Problems of programming, 2019;1:90-98.
(Rus.) doi.org/10.15407/pp2019.01.090.

6. Grygoryan R.D., Degoda A.G., Dzhurinsky
Y.A. A simulator of mechanisms of long-term
control of human hemodynamics. Problems
of programming, 2019;4:111-120.(Rus). doi.
org/10.15407/pp2019.04.111.

7. Grygoryan R.D., Aksenova T.V., Degoda A.G.
A computer simulator of mechanisms provid-
ing energy balance in human cells. Cybernet-
ics and computing technologies. 2017, Ne2
(188), P.65-73. (Rus).

8. Grygoryan R.D., Lissov P.N., Aksenova T.V.,
Moroz A.G. The specialized software-model-
ing complex “PhysiolResp”. Problems of pro-
gramming, 2009, 2:140-150 (Rus).

9. Grygoryan R.D. The optimal circulation: cells’
contribution to arterial pressure. 2017, Nova
Science, N.Y., 298 p.

10. Grygoryan R.D. The unknown aspects of arte-
rial pressure. Znanstvena misel journal, 2019,
33:19-23.

11. Grygoryan R.D., Yurchak O.I., Degoda A.G.,
Lyudovyk T.V. A software technology provid-
ing tuning procedures of a quantitative model
of human hemodynamics. Problems of pro-
gramming, 2020;4:03-13. (Ukr). https://doi.
org/10.15407/pp2020.04.003.

Received: 06.05.2021

About authors:

Grygoryan Rafik

Department chief, PhD, D-r in biology
Publications number in Ukraine journals -147
Publications number in English journals -46.
Hirsch index — 10
http://orcid.org/0000-0001-8762-733X.

Yurchak Oksana,

Leading software engineer.

Publications number in Ukraine journals — 14.
Publications number in English journals - 0.
Hirsch index —0.
https://orcid.org/0000-0003-3941-1555.

Degoda Anna,

Senior scientist, PhD.

Publications number in Ukraine journals — 15.
Publications number in English journals -1.
Hirsch index — 3.
http://orcid.org/0000-0001-6364-5568.

Lyudovyk Tetiana,

Senior scientist, PhD.

Publications number in Ukraine journals — 30.
Publications number in English journals -17.
Hirsch index — 5.
https://orcid.org/0000-0003-0209-2001.

Affiliation:

Institute of software systems of Ukraine National
Academy of Sciences

03187, Kyiyv,

Acad. Glushkov avenue, 40,

Phone.: 526 5169.

E-mail:

rgrygoryan(@gmail.com, daravatan@gmail.com,
anna@silverlinecrm.com, tetyana.lyudovyk@
gmail.com

53



Software Environment and Tools

UDC 681.3 https://doi.org/10.15407/pp2021.02.054

Dmytro V. Rahozin, Anatoliy Yu. Doroshenko

EXTENDED PERFORMANCE
ACCOUNTING USING VALGRIND TOOL

Modern workloads, parallel or sequential, usually suffer from insufficient memory and computing perfor-
mance. Common trends to improve workload performance include the utilizations of complex functional units
or coprocessors, which are able not only to provide accelerated computations but also independently fetch
data from memory generating complex address patterns, with or without support of control flow operations.
Such coprocessors usually are not adopted by optimizing compilers and should be utilized by special applica-
tion interfaces by hand. On the other hand, memory bottlenecks may be avoided with proper use of processor
prefetch capabilities which load necessary data ahead of actual utilization time, and the prefetch is also ad-
opted only for simple cases making programmers to do it usually by hand. As workloads are fast migrating to
embedded applications a problem raises how to utilize all hardware capabilities for speeding up workload at
moderate efforts. This requires precise analysis of memory access patterns at program run time and marking
hot spots where the vast amount of memory accesses is issued. Precise memory access model can be analyzed
via simulators, for example Valgrind, which is capable to run really big workload, for example neural network
inference in reasonable time. But simulators and hardware performance analyzers fail to separate the full
amount of memory references and cache misses per particular modules as it requires the analysis of program
call graph. We are extending Valgrind tool cache simulator, which allows to account memory accesses per
software modules and render realistic distribution of hot spot in a program. Additionally the analysis of ad-
dress sequences in the simulator allows to recover array access patterns and propose effective prefetching
schemes. Motivating samples are provided to illustrate the use of Valgrind tool.

Keywords: workload, performance analysis, coprocessors, prefetch, computer system simulator.

Introduction

The ultimate goal of computer hard-
ware development activities is the improve-
ment of application performance some way.
During early days of microprocessor devel-
opment, the basic hardware features were ad-
opted — such as hardware pipeline, on-board
cache memory and SIMD instructions, so
one microprocessor instruction transforms
operands during minimal number of clock
cycles. After that the more advanced hard-
ware methods were adopted — for example,
the extraction of instruction-level parallel-
ism and introduction of complex instruc-
tions, for example RSA crypto support. Ex-
cessive amount of research efforts was spent
to gather the most often used computation
patterns, and so extra hundreds of complex
instructions were added. These instructions
apply complex computation pipelines over
small amount of data, and usually are used
only with help of sophisticated optimizing
compiler or direct assembly language in-
structions. The next level of performance
improvement is the use of specialized co-
processors, which not only apply the com-
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plex computation pipeline, but also provide
sophisticated address generation so that the
coprocessor is able to access big memory
areas. The cornerstone problem of this so
called “next level” is the coprocessor com-
plexity and the absence of good optimizing
compilers which can transform original pro-
gram code and map it onto the hardware co-
processor. So, mapping of the original algo-
rithm to specialized hardware coprocessor is
usually done by hand and rises software de-
velopment costs. There are many examples
of different kinds of mappings: starting at
simpler RSA crypto-algorithm accelerators
in various platforms — x86/ARM/PowerPC,
where the coder just takes a code example
from an application note; up to programming
graphics card using shader concept, using a
complex compiler to generate parallel code
for GPU.

This so called “next level” of spe-
cialized hardware applications requires not
only analysis of computational patterns over
some scalar data, but also requires the analy-
sis of data flow and transformations in nested
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loops. The goal of the analysis is not only
code optimization, but gathering require-
ments for useful coprocessor employment to
accelerate complex computing patterns. Let’s
define the complex computing pattern as a
part of computing algorithm which includes
at least one single or nested loop and needs a
complex memory access pattern (much more
complex than just SIMD data path).

The goal of this paper is to make a
step forward in the topic of software perfor-
mance analysis and optimization for solving
the following cases: 1) semi-automatic ex-
traction of the information for possible opti-
mization of the complex computing patterns
with the help of co-processors with pro-
grammable memory access; 2) analysis of
mapping of complex computing patterns for
co-processors with programmable memory
access. We consider off-the-shelf software
and possible optimization cases for it and
we propose techniques for this software op-
timization using performance analysis tools.
We consider the extensions for Valgrind
software (especially its subtool Cachegrind)
which enable additional analysis of complex
computing patterns.

1. Application performance analysis

So, complex computational patterns
we are looking for usually reflect commonly
used computation procedures, for example
convolutions, matrix multiplication loops,
loops similar to high-level BLAS kernels,
neural network computational kernels, vari-
ous DSP kernels. For many cases we already
have appropriate tools, there iterative opti-
mization techniques are employed for the
existing code [1] and this greatly improves
developer experience and reduces efforts
necessary to optimize software. Another way
which allows to simplify development and
decrease efforts is the use of formal methods,
were the development system already oper-
ates with parallel algorithms [2]. Although
many complex systems can be modeled using
high-level formal models, usually the model
formalization is the second or third step of
technology adaptation. Let us consider the
modern topic of convolutional neural net-
works with popular implementations from
Nvidia [3] and Berkeley [4]. Both implemen-

tations, despite a neural network can be well
described as the formal models, are brilliant
high-level frameworks for neural networks
implementation, but still are hardly portable
to any architecture except initial targets -
Nvidia video cards and x86-compatible mul-
ticore processors. If a different hardware is
required to run the neural network back-end
and this hardware includes special coproces-
sor, we need to analyze the initial programs
for “hot spots” — kernels or loop nest where
the program spent the most of time. As soft-
ware became more and more complex we
need to have appropriate tools to analyze the
code and there is no a trend to use highly
formal techniques to define neural networks
due to high complexity of infrastructure for
formal models for parallel applications. In-
stead, we see the use of simpler tools such
as Darknet [5] for implementing complex
pipelines such as Yolo-v4 [6]. The analysis
of such complex applications [7] made us to
start looking for effective tools for analyz-
ing the programs which can be optimized on
modern multiprocessors minimizing human
effort need to be spent on this analysis.
Today in practice neural network al-
gorithms can be efficiently optimized with
the use of a specialized coprocessor (such as
Qualcomm’s Neural Processing Engine [8])
and this is the common trend in system-on-
chip design. The number of workloads, which
performance can be improved with various
coprocessors, quickly increases, so the in-
terest of employing a coprocessor in appli-
cation constantly increases. The impressive
application — AI Benchmark (ai-benchmark.
com), which uses QNPE SDK [8] for neural
network processing — enables optimized neu-
ral network processing for system-on-chips
widely used in off-the-shelf smartphones.
But this is the only side of hardware
development. The fact is that the perfor-
mance of some applications is bounded by
execution speed (e.g. cryptographic hashes
computations), another by memory perfor-
mance (matrix multiplications, neural net-
work convolutions), another by both mem-
ory performance and execution speed. Mod-
ern software is extremely complex and can
be analyzed and optimized mostly in parts,
but the common rule is that 90% of execu-
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tion time is spent in 10% of code, for some
workloads this ratio is 99%/1%. Even basic
analysis shows that the most of modern ap-
plications are memory bounded, but the more
detailed analysis is able to detect the most
time consuming “hot spots” in application,
as is successfully done using e.g. Intel Vtune
performance analyser [9], or another similar
software. Anyway, Intel Vtune and another
analysis software are based on statistical ap-
proach and shows only “hot spot” with quite
accurate number of memory traffic per ex-
ecuted instructions. But the high-level infor-
mation about address sequences for memo-
ry-related instructions is not gathered during
this analysis, but this missed information is
the key for understanding the algorithm be-
havior and possible algorithm mapping on
the coprocessor.

As current optimizing compilers are
not able to map nested loops and complex
addressing patterns on complex hardware,
the co-processor should be utilized by hand
using the SDK such as described in [8]. In
order to simplify the handmade optimiza-
tions, performance analysis software should
analyze addressing patterns, addressing pat-
terns spatial locality and issued operations.
This type of reporting is used in two ways:
1) reporting potential computation pat-
terns, which can be optimized by hands; 2)
reporting “hot spots” which are potentially
optimizable if a corresponding coprocessor
is included into system-on-chip. Another
valuable point is the definition of prefetch
scheme, which may be used for cache uti-
lization optimization. Data access analysis
is able to recover at least simple addressing
patterns, which may be used for hand-made
prefetch optimization.

An important trend is that commonly
used hardware employs more and more mi-
croprocessor kernels (usually ARM in latest
system-on-chips as ARM hardware kernel
are small and energy efficient), and these ker-
nels share or sit on common cache memory.
Each kernel has enough computation power
— with up to 3.5GHz clock frequency, with
limited instruction level parallelism extrac-
tion (as in Cortex-A57/A75/A77) — and is
able to process complex modern algorithms
even without coprocessors. Note, that copro-
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cessors also use the common cache memory
for operations, so executing a computational
thread on coprocessor hardware just heavily
increases load on cache memory bus. This
can be illustrated by the old fact related to
employment of hyperthreading technology,
when a processor core is able to execute
instructions of two threads simultaneously.
Running parallel threads which does not
operate on same data effectively halves the
cache size, which reduces performance de-
spite employing two threads. The same works
e.g. for typical conjugate gradient solver — it
scales well only for several threads. Cache
behavior analysis helps to determine cache
bottlenecks and check if the bottleneck can
be avoided, and additionally cache prefetch
scheme can be defined for a pattern.

2. Efficient cache memory use

and prefetch techniques

Memory bounded applications (such
as mentioned above conjugate gradient solv-
er) performance may be improved by proper
prefetching scheme. The cache memory nev-
er works foreheads, so the cost of L1 cache
misses remains extremely high. For high pro-
cessor frequencies (~3 GHz) one L2 hit (i.e.
L1 miss) costs up to dozen of clock cycles,
one L3 hit (i.e. L2 miss) costs up to 70 cycles
for cache interconnection type typical for In-
tel multicore processors. Read from DRAM
costs up to 300 cycles. If compared to usual
floating-point operations time, which equals
to 1-2 clock cycles, memory access in case
of L1 cache miss looks extremely high.

Farther in the paper while consider-
ing processor operations speed, we omit
time spent for computational operations. It
was mid-1980s when the off-the-shelf pro-
cessor executed numerical operations taking
multiple clock cycles. Starting at 32-bit pro-
cessors in 1990s we never expect that basic
floating-point operations (addition, multipli-
cation) takes more than 1 clock cycle. On the
other hand, if in early-1980s DRAM mem-
ory access appeared without additional wait
cycles even at ancient ISA bus, each time af-
ter processor clock speed was significantly
increased, the memory access time raised
and the complexity of memory hierarchy in-
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creased up to be enormously complex. Sure,
that the main focus was moved from “how
to compute fast” to “how to feed a processor
with data fast”.

A thoughtful reader may note that
some memory-hungry operations may be in-
troduced into memory controller, especially
so called “reduction” operations, when some
scalar operation is executed over large data
array, for example convolution operation.
Talking more precisely, a coprocessor which
is able to speed up various BLAS kernels
may improve significantly the performance
of operations in many current workloads,
but BLAS kernels work fast only if cache
memory is used efficiently, that’s why mod-
ern BLAS libraries always make a tuning for
BLAS library before compiling it for partic-
ular machine for processor type and its cache
memory configuration. This also applies for
graphics processors, as BLAS package is
compiled separately for each GPU architec-
ture and modification type to use GPU regis-
ters in efficient way. So prefetch here is able
to set the cache memory into desired con-
figuration to avoid L1 cache misses. Modern
prefetch instructions are able to move data
between cache layers in order to hide even
L2/L3 latencies. Anyway, this does not look
a silver bullet — multithreaded applications
perform side-effects on cache contents and
Cachegrind [10] is a good tool to check ef-
ficiency of cache utilization in application
regardless if application works on CPU or on
GPU, as the memory traffic requirements are
practically the same.

Several dozens of prefetch application
schemes are considered in [11], but the fully
automatic prefetch is extremely limited by
adopting only simpler addressing schemes
and compiler ability to determine loop con-
structions. Hardware prefetch schemes are
also considered in [11], still they work for
simpler addressing schemes.

Current prefetch hardware includes
not only prefetch instructions, but also cache
lines locking instructions, data invalidating
instructions, changing priority of data in-
validation/eviction in set and other service
commands. The most complex case includes
one or more separate prefetch coprocessors,
which are able to prefetch arrays of large data

blocks with stride synchronously with main
thread(s) or prefetch linked lists of large
data blocks. Here the prefetching coproces-
sor needs to be programmed by a full-blown
control code and looks to be quite complex
hardware.

Although current optimizing com-
pilers use powerful algorithms, complex
prefetch schemes are too hard for them —if a
simple loop can be analyzed usually success-
fully, the loop nest is harder to analyze. The
analysis of memory accesses sequence (ad-
dress patterns) is the valuable way to check
possible “hot spots” potentially optimizable
by prefetch patterns.

3. Valgrind performance

analysis tool

Valgrind tool [10] basically emulates
a microprocessor instruction set, memory
state of Intel x86, ARM and several other
processors. Valgrind is able to emulate basic
operation system libraries and run a program
on the top of emulated system. The program
is not modified any way (except special cas-
es extending the program to control Valgrind
behavior in run-time). Several useful tools
are based on the simulator: a usual debugger
gdb, a memory error detector (it checks for
incorrect heap memory use), a cache mem-
ory and branch predictor simulator (a.k.a.
Cachegrind), a call-graph generator, a con-
current thread error checker and even more
profiling tools. Our target sub-tool is Ca-
chegrind, the cache memory simulator and
profiler. The sub-tool simulates two-level
cache memory with a bunch of program-
mable parameters, and the most important
parameter is the size of cache memory lev-
els storage. Basically, the cache simulator
provides tracking of: 1) traffic from register
file to cache memory, 1% level, this is the ap-
plication data throughput; 2) data traffic to
2" level cache as the result of cache misses
for 1% level cache memory for both reads and
writes; 3) cache misses for 2™ cache level
which is the final traffic to memory. The ratio
(1) to (3) is the cache memory utilization ef-
ficiency, which depends on application type,
compiler optimizations and applied thread-
ing model. With help of changeable cache
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parameters Cachegrind analyzes cache per-
formance deeply even for multithreaded pro-
grams. The simplest analysis case is graph
of memory traffic (3) vs cache size, which
allows to define the most comfortable cache
size for application.

Before considering why we are lim-
ited in Cachegrind functionality we need to
introduce types of workloads we are going to
analyse with Cachegrind tool.

Microprocessor performance is still a
keystone for enabling computing technolo-
gies for mass market, and more and more
computing performance nowadays is reached
by introducing more and more parallelism
to newer hardware. Well-known Moore law
says that the number of gates (transistors) on
(silicon) die doubles every 18 months, but
these extra transistors do not help to com-
pute faster, so they need to be used in com-
putational units which are able to perform in
parallel and the computing task should have
enough level of coarse-grained parallelism.
The ultimate case is a video card equipped
with a massive parallel processor, which ini-
tially was used to compute pixel color in-
side a rendered triangle, which is a highly
parallel task performed on independent data.
But the performance bottleneck for any vid-
eo card is the memory channel, so the huge
number of architectural solutions in video
cards solves the problem of hiding memory
latency. For less specialized computing soft-
ware the matrix processing operations still
are championing the race for computing re-
sources. Modern neural network processing
is based on large matrix multiplications, and
despite the matrix multiplication optimiza-
tions are well studied, they are combined
with another memory operations. This com-
bination is not studied well due to its nov-
elty, so it is our main case for performance

] ] ]

203,502 ( 0.80%) ] ]
128,693,815 ( 0.33%) 6,173,888 ( @.11%) 18 ( @.00%)
54,206,832 ( 8.17%) 5,912,576 { @.12%) 4,018,684 [ 8.28%)
128,659,898 ( ©.33%) 3,081,313 ( @.85%) @

32,167,924,337 (83.51¥) 5,68@,796,154 (39,

237,419 ( 9.00%) 33,917 ( @.08%) 2,752 ( @.00%)

237,419 ( 8.80%)

33,917 ( 9.00%)

271,336 ( @.00%)
22%) 1,433,439,177 (98.49%) 16,083,979,127 (86.44%)

analysis as 1) neural networks are emerging
topic for mass market and challenging topic
for computer hardware; 2) huge industrial
demand for object and environment recog-
nition, which is potentially solved by neural
networks technology.

Recently we conducted a research [7]
where we simulated neural network runs in
order to project this workload performance
for an embedded platform. We proved that
Valgrind/Cachegrind is able to simulate huge
modern neural networks runs with getting
full performance results for cache memory
from Cachegrind. Let us consider a result got
from Cachegrind run simulating Yolo-v4 run
on Intel x86 platform, details can be found
in [7]. Note, that original program — Darknet
infrastructure [5] was not changed anyway.

Fig 1. shows the “hot spot” in Dark-
net Yolo-v4 run, which is gemm_ nn func-
tion, providing general matrix multiplica-
tion. The function generates 83.5% misses
in 1* level cache memory and 98.5% misses
in 2" level cache memory and due to analy-
sis, it is the main source of memory traffic in
the application. This information looks very
short in terms of the performance analysis
of parallel or coprocessor-supported execu-
tion of the sample. Looking at fig. 1 we con-
sider the matrix multiplication information,
which can benefit from blocked matrix mul-
tiplication, but no one can easily determine
if some particular threading affinity con-
figuration makes the program faster due to
sharing cache data among threads or makes
the program slower due to extra data spills
from cache. Cachegrind simulation poten-
tially can provide such type of analysis, but
current output at fig. 1 limits a Cachegrind
user in ability to analyze the software run —
practically all the memory resource is spent
in one gemm_nn function.

void gemm_nn{int M, int N, int K, float ALPHA,
float *A, int 1da,
float *B, int ldb,
fleat *C, int ldc)

int i, j, k;
for (i =@; 1 <« M; ++i) {
for (k=8 k < K3 ++k) {
PUT_IN_REGISTER float A_PART = ALPHA * A[i * lda + k];
for (j =@; j < N; ++j) {
C[i*1ldec + j] += A_PART*B[k*1ldb + j];
H
¥
}
t

Fig. 1. Excerpt from Yolo-v4 run performance result: D1mr, D1mw, D2mr, D2mw values
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4. Performance analysis
shortcomings
Let us consider fig. 2. It includes three
functional elements (FEs), #1, #2, #3, which
represent three separate neural network lay-
ers, each calls several kernels from library.

FE #1 FE #2
| Exec A — ExecC | ‘Exec B — ExecC ‘
| | |
Ll = !
Kernel A Kernel B Kernel C

— T i

ExecA — ExecB — ExecC

FE #3

Fig. 2. A sample call graph for an excerpt
from neural network.

So, FE #1 call kernels 4 and C, FE #2
calls B and C, and FE #3 calls all 4, B and
C. So, kernel A collects cache events from
FE #1, #3; B from #2, #3 and C from all
FEs. Therefore the performance gathering
via Cachegrind does not reflect real distri-
bution of spent resources per original FEs.
Fig. 3 shows the sequence of basic neural
network layers, forming Yolo-v4 pipeline.
In practice, Valgrind mixes performance in-
formation from all the layers at fig. 3 into
one function gemm nn, generating the re-
port at fig. 1, where gemm_nn gathers prac-
tically all memory operations into one func-
tion. This prevents proper analysis, as there
is no information for each separate network
layer, which calls gemm_nn function. Simi-
lar considerations work for sharing cache
contents between several execution threads,
here we have the case that the cache memo-
ry is simulated correctly, but it is unknown
how each execution thread influences the
cache content and how to compare one-
threaded and multithreaded program ex-
ecution in terms of cache behavior and cal-

culate the [non]efficiency of cache use if
threading model and number of threads are
changed in run-time.

The only way to overcome this limi-
tation is to instrument (add the functional-
ity for controlling performance analysis)
the code, so that the performance account-
ing for all FEs is separated. “From-the-box”
Cachegrind is not controllable someway, but
Valgrind has extensible API to control the
behavior of other Valgrind tools.

5. Extending Valgrind tool

Valgrind includes a mechanism which
allows user to control Valgrind-based execu-
tion of a program. The user is able to place
“specific client requests” into program to
control several Valgrind components, for
example for Callgrind and add new client
requests.

To control the tool user should use
callgrind.h file from Valgrind distribution
and use predefined macros, for example
CALLGRIND START INSTRUMENTA-
TION. This “C-style” macro definition and
any other client request macros are directly
translated into a specific processor instruc-
tion for target platform (x86, PowerPC),
which is “void” i.e. does not change micro-
processor state, but allows to pass arguments
to Valgrind kernel. Client request parameters
are passed into Cachegrind in similar way to
standard function argument list. In run-time
Valgrind core intercepts the compiled binary
instruction and passes control to appropriate
Cachegrind handler, which provides neces-
sary functionality to analyze or change Ca-
chegrind internal state.

Cachegrind handles cache memory
state in separate data structures, includ-
ing cache memory contents, memory tags
state, eviction candidates information and
statistics for cache misses/loads/traffic to

3x3 conv, 32, 3x3 conv, 64, Residual block 3x3 conv, 128, Residual block 3x3 conv, 256, Residual block
1 /2 (32, 64) /2 (64, 128) x2 /2 (128, 256) x8
]
N
3x3 convy, 512, Residual block 3x3 conv, Residual block Global Avg 1x1 conv, Soft max
/2 —>| (256,512)x8 || 1024,/2 [~>| (512, 1024) x4 Pool 1000, /1

Fig 3. Computational structure of Yolo-v4 blocks.
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memory. In order to improve cache simu-
lation, we provide several copies of cache
statistics — we call it “context” - and each
context copy is filled with statistics sepa-
rately by Cachegrind simulator. The num-
ber of contexts is set by user during Val-
grind compilation. Basically, we add two
new client requests — CG_PUSH CON-
TEXT and CG_POP_CONTEXT. “CG”
stands for “Cachegrind”. A new client re-
quest CG_PUSH CONTEXT switches cur-
rent context to another enumerated one
so that the further statistics about cache
misses and data traffic is added to another
context. Default context number is 0, it is
used from the start of cache simulation.
After the context switch the previous con-
text number is saved in the stack of context
numbers, so that the following request CG
POP _CONTEXT is able to restore the pre-
vious context. Appropriate client requests
for changing cache context are inserted
into the source code so that the selected
hot spots and kernels are separated in dif-
ferent cache contexts. Another improve-
ment is adding an “old context” bit into
cache content descriptors per each cache
memory line. This bit is set in the case of
cache context switch for all data stored in
cache and is cleared in the case if a cache
“hit” into the cache data was detected or in
the case of data eviction from cache. The
accounting for the number of bit clears of
the “old context” bit in the case of a cache
hit gives us the amount of data which was
reused across different hot spots/kernels in
the program code.

Some useful inter-thread data usage
statistics may use the similar principle —
track the thread identifiers (ids) and variable
operations (read/write) to analyze variable
sharing efficiency. Valgrind already have the
tool analyzing the multithreaded program for
dangerous data races, but we leave this re-
search for near future.

We decided to research in steering
for generated addresses — handling a pool
of last used addresses, keeping a record of
possible increments for each address and
establishing a sequence of accessed mem-
ory cell for addressing schemes in a loop
allows a user to analyze an address patterns
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and form a report notifying about structural
accesses i.e. data accesses with some spe-
cific address change pattern over one vari-
able, structure, array, array of structures.
The similar functionality is embedded into
x86 processors: hardware-based automatic
data prefetch. For example, the loop:

For(int i=0; i<N; i++)

[ c[i] = A*a[i] + B*b[i] + P, }

has the following structural accesses
(we use the pattern variable name[start
index:step:end_index]: read a[0:1:N], read
b[0:1:N], set c[0:1:N]. This analysis helps in
cases of mapping cache accesses and real ar-
rays and allows to determine how much time
the array was accessed and reused in cache.
The address steering information is dumped
at the end of simulation and does not require
additional user control.

6. Use of extended Valgrind

functionality
Let us return back to figure 2 and con-
sider block FE #1, #2, #3, where the kernels
A, B and C are called in some sequence. De-
fault cache simulation shows, that the num-
ber of cache misses is distributed as follows:

Kernels A B C
22% 45% 25%
The same distribution for FEs is:
FE #1 #2 #3
0.7% 1%  0.5%

These tables show just that all memory
traffic is utilized in library kernels 4, B and C
but says nothing about actual memory traffic
distribution across FEs, which is necessary
to get real distribution of memory accesses
per FE. Note that the use of hardware coun-
ter in e.g. Intel Vtune shows the same picture
for this case. To improve the analysis let us
use cache context 1, 2, 3 for FEs #1, #2, #3
and add corresponding Cachegrind controls
CG_PUSH/POP CONTEXT into the source
code of FEs. Passing the updated program
into the simulator shows the next picture:

Kernel A B C
FE #1 3% 6% 3%
FE #2 11% 21% 14%
FE #3 8% 18% 8%

Now we clearly see how much memo-
ry traffic is utilized in each FE. The difference
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between the default performance data and im-
proved data does not require any comments.

Conclusions

The article considers the use and
extension of a microprocessor and system
simulator Valgrind for performance account-
ing and performance analysis of big modern
workloads. As a conclusion, we accent sev-
eral points which are helpful for studying of
efficiency of modern workloads:

1. Even big modern workloads such
as object detection neural networks are able
to be analyzed by system simulator using
off-the-shelf computers in short time. Also,
memory behavior simulation is the main
hardware subsystem we need to analyze in
order to understand the workload perfor-
mance bottlenecks.

2. Valgrind tool may be easily extend-
ed for research purpose to control or change
the simulation process behavior via client re-
quests.

3. Our extensions for Cachegrind con-
trol allows to analyze big pipelines in parts
and determine bottlenecks in memory sub-
system (cache memory and memory bus).

4. We have checked methods for ana-
lyzing data address streams for recovering
prefetch pattern for nested loops and found
that basic memory addressing schemes are
recovered good enough to provide data for
necessary cache traffic. This works extreme-
ly good jointly with (3).

5. Data stream recovery allows to sep-
arate automatically cache misses while load-
ing several data arrays (streams) and com-
pare cache performance for each array (and
its prefetch method) for various data layouts
and prefetch methods.

6. Cachegrind allows to simulate vari-
ous cache behavior, so we can change e.g.
cache data eviction policies in order to check
if this can improve performance while ex-
ecuting some parts of workloads.

This kind of performance statistics
gathering and grouping allows the qualified
software engineer to find potentially optimi-
zable part of code much faster and enable
various preprocessors for a workload or ap-
ply profitable prefetch schemes. Simulator
analysis here works more efficiently than di-

rect workload runs as the simulations allows
to gather and keep information which is lost
while fast direct software runs.

These results give us some pros-
pects for future work. Valgrind supports
multithreaded execution and memory races
analysis for several threads. One of inter-
esting ways to use Valgrind is to run dif-
ferent combinations and affinity of soft-
ware threads in a multithreaded workload,
checking performance effects on shared
cache data, and this topic is the research
target for near future.
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M. Kosovets, L. Tovstenko

SPECIFIC FEATURES OF THE USE
OF ARTIFICIAL INTELLIGENCE IN
THE DEVELOPMENT OF THE ARCHITECTURE
OF INTELLIGENT FAULT-TOLERANT
RADAR SYSTEMS

The problem of developing the architecture of modern cognitive radar systems in the form of a set of hetero-
geneous neuromultimicroprocessor modules using artificial intelligence technologies, taking into account
the requirements for the purpose, the influence of external and internal factors, is considered. The concept
of a resource in general and an abstract reliability resource in particular and its role in the design of a neuro-
multimicroprocessor with fault tolerance properties are introduced. The change in the ratio of performance
and reliability of a neural network is shown, which is rebuilt in the process of solving a problem in real time
with a lack of reliability resources at the system level by means of the operating system which dynamically
changing the architectural appearance of the system with structural redundancy, using fault-tolerant tech-
nologies and dependable computations.

Keywords: neuromultimicroprocessor, probability of trouble-free operation, initialization, resource, interface,

modularity, supervisor, multiprogramming, reconfiguration system, access method.

Introduction

The growth of the use of radar tech-
nologies in various sectors of the economy:
medicine, military equipment, security, ag-
riculture, geology, IoT and others became
possible due to the miniaturization of the ele-
ment base, the development of artificial intel-
ligence technologies, cloud computing [1,2].
Cognitiveness of modern radars plays a key
role, and there is no alternative to this path
[3]. The main requirements for radars are
to minimize the negative impact on human
health, the surrounding electronic devices,
their invisibility, to obtain information about
environmental pollution, 3D images of the lo-
cation scene, information about the health of
the environment, the presence of viruses and
bacteria [4-9]. These requirements complicate
both the transmitting part of the radar and the
receiving part, which is associated with the
problem of extracting signals from the noise.
The development of technology explains the
failed attempts to build ground penetrating
radar (GRP), mine detection radars (Mine
Radar), Portable Smart through Wall 3D Im-
ager Radar (PSTW), marine radars with a low
probability of interception of the near and far
zone (“Low Probability of Intercept” (LPI))
and ways overcoming them. This is the intel-
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lectualization of radars: the use of neural net-
works and their deep learning [10-20].

The deployment of radar systems has
a multi-level system with continuous cover-
age and close connection between the levels.
The primary link forms a network of radars,
telecommunications environment, the sec-
ond link - the deployment of military, and se-
curity radars [21-24], the third link - IoT ra-
dars, radars built into gadgets located in cars,
pollution checkpoints, and virus detection
and others. The construction of radars of dif-
ferent links has significant differences. The
focus of the first link is on a reliable neural
network and its connections to cloud com-
puting and providing fast access. The second
link is characterized by the use of a neural
network to organize a neural computer and
the use of neural network computing through
deep learning. The third link is the most
widely used, characterized by small size, of-
ten placed in gadgets, which teach artificial
neural network, in contrast to the first two
links. In first two links the neural network
is designed and reproduced in hard ware
by large teams of developers, creating and
providing resources to the third link. Collec-
tion, processing, storage and reproduction of
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information are possible from other sensors
and information artificially entered for pro-
cessing and storage.

Existing architectural models are not
able to adequately display applied radar infor-
mation. Unfortunately, artificial intelligence
technologies do not yet have sufficient develop-
ment, developed neural network components,
experience of deep learning of the neural net-
work, developments in cognitive algorithms,
issues of achieving fault tolerance, providing
dependability of computations in real time.
Therefore, today we use a compromise option
that combines signal processing and in-depth
learning, neural networks with multiprocessing
[25-28]. This will help to use all the develop-
ments so far, to make new developments that
will be relevant in full intellectualization.

The use of neural network systems for
processing radar information has many advan-
tages. It is possible to gradually build up the
neural network and train the modified network.
Also, in the neural network, we lay the possi-
bilities of increasing fault tolerance by recon-
figuring the system in the process of solving the
problem. Fault tolerance of a radar system with
minimal time redundancy and deadlock termi-
nation is especially important in real-time sys-
tems [29-33]. An analysis of the problems as-
sociated with the processing of radar informa-
tion shows that many tasks of processing radar
information are solved using a neural network,
the architecture of which does not correspond
to the class of tasks. Thus, the tasks of process-
ing multidimensional fields are solved using
built-in micro-computers with a streaming ac-
celerator, the architecture of which reflects the
problems of organizing computations, ranked
by dependability levels.

We pay special attention to the infra-
structure of neural network design tools. Un-
fortunately, there are no neural network design
tools on the market, except for debugging tools
for individual components. The manufacture
of a neural network on a crystal is spreading.
Architectural models reflect the functional-
ity of hardware and software components us-
ing high-level abstraction in the form of data
streams and abstractly represent implementa-
tion technology over time. Architectural mod-
els contain arbitration schemes, can be param-
eterized and typed. Thus, the configuration
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parameters of the architectural model make it
possible to determine the relationship between
the implementation of functions by hardware
and software. System-level design using archi-
tectural modeling simplifies the design speci-
fication, makes a smooth transition from func-
tional requirements to formal requirements,
since it separates the problems of developing
functional requirements and design specifica-
tions, since there are usually no means to quan-
tify specifications [34-38].

The problem of reliability of real

-time radar intelligent systems

The problem of reliability plays an im-
portant role in the design of systems in net-
works for collecting, processing and trans-
mitting information. By reliability we mean
the probability that the system will perform a
given function in a given period of time under
specified environmental conditions. The anal-
ysis of the systems has shown that reliability
at a basic level is a fundamental parameter.
Since the systems are distributed in space,
failure leads to the collapse of the entire sys-
tem. Solution paths are changing all the time,
especially now when neural networks are si-
multaneously used to ensure reliability and to
solve an applied problem. On the one hand,
they simplify the solution of the problem of
reliability, survivability of systems, and on
the other hand, they complicate the hardware
and software. The article discusses design
methods for fault-tolerant neuromultimicro-
processor real-time systems. These methods
include software and circuit methods for de-
tecting failures, which must ensure the regu-
lar operation of each processor module, data
exchange between subsystems and the reli-
ability of information before using it.

The problem of reliability is always
considered at the design stage. Traditionally,
failure prevention has been achieved in various
ways, for example: by creating ultra-reliable
multiprocessor components; improving main-
tenance through the development of effective
troubleshooting methods; improving the pro-
cedure for controlling the technological pro-
cess of manufacturing, testing and certification
of finished products; implementation of hard-
ware redundancy; the creation of technology
for designing systems that have the properties
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of resistance to failures in conditions when de-
fects inevitably exist and manifest themselves
in the form of failures and random failures.
By fault tolerance, we mean such a property
of the architecture of a digital system that al-
lows a logical machine to continue working
even when a variety of component failures
occur in a real system that is its carrier [39].
The main task of the fault tolerance solution
is to restore the computational process from
the point of failure. To do this, it is necessary
to detect and isolate the failure. To restore op-
erability, knowledge of the state vector at the
current time is required. Recovery techniques
depend on the ability to isolate a detected fail-
ure in the system at the lowest possible level of
system abstraction. The recovery mechanism
proposed in this article not only ensures modu-
larity and simplicity of the system, but also en-
ables quick recovery and accurate prediction of
the task completion time.

Initially, fault-tolerant technologies
were developed for on-board electronic equip-
ment, for which a number of parameters are
critical: weight, dimensions, power consump-
tion, system unification, time and money spent
on designing a new system, the complexity of
modernization procedures, and high reliability
requirements. A typical system based on a re-
al-time multiprocessor, insensitive to failures,
should at least recognize 98% of all possible
errors and identify at least 95%. To do this, we
use built-in control systems, tests of accept-
ability and meaningfulness, and the implemen-
tation of reliability procedures.

After an error is detected, the faulty
components are localized and excluded from
the computational process. The system is re-
configured, the task is redistributed between
free processors, which are initialized and in-
cluded in the computational process from the
point of failure. A restore point is defined by
an application program that stores information
up to the restore point. If an error is detected in
the subsystem, recovery is possible through re-
start, which is impractical, since the computa-
tional process starts from the initial value, and
if the computational processes are intercon-
nected, then it becomes difficult to isolate the
refusal from affecting other parallel processes.
Therefore, when developing programs, paral-
lel processes must be carefully structured so,

that restore points in interacting processes are
mutually consistent.

A replay of one process can propagate
to other processes and events, which is called
replay propagation. Sometimes there is an ava-
lanche of repetitions. In such cases, the process
goes back a few steps. In this case, redundancy
in the recovery process and loss of productivity
are inevitable. We have considered the issues
related to the resource management of a fault-
tolerant real-time neuromultimicroprocessor,
now we will try to cover in more details the
issue of the impact of resource management on
the fault-tolerant system.

In the design of radar systems, solu-
tions are still being sought to improve reliabil-
ity through redundancy but their architecture is
outdated. When building special-purpose sys-
tems, especially airborne, radar, telecommuni-
cations, there is no alternative to fault-tolerant
architectures. The challenge of building fault-
tolerant systems lies in the complete revision
of ingrained design principles and ideology.
The value of reliability is calculated and laid
down at the system level and depends not only
on hardware and software resources, but to a
greater extent on their interaction, resource
management. As a result, reliability acts as an
abstract resource of the system and varies de-
pending on the task being performed.

Fault tolerance is provided by hard-
ware, software or hardware-software redun-
dancy. Failure of an individual processor mod-
ule manifests itself in a limited loop. Fault tol-
erance during operation is determined by error
detection, reconfiguration of system compo-
nents and restoration of error-free operation of
the neuromultimicroprocessor.

The greatest recovery efficiency in case
of failures of a neuromultimicro-processor ele-
ment is achieved at the hardware level. To re-
store processor operation means to restore the
correct state of the processors. The software
implementation of the control process based on
breakpoints is ineffective and is determined by
the application problem and the requirements
for the reliability of the computing system.
When a malfunction is detected, diagnostic
tests isolate the malfunction and rule out the
defective processor element.

A neural network for solving loosely
coupled processes is based on the principles
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of functional separation and has a structure
consisting of multi-microprocessor sets, a
communication network and a system mod-
ule. Each processor element is able to inde-
pendently solve the assigned tasks using the
internal structure and exchanging messages
over the communication network. The sce-
nario for diagnostics, recovery and degrada-
tion is embedded in the system module. With
this architecture, the multiprocessor has its
own local and system resources available to
all processor elements.

The base module has a bus architecture
neuromultimicroprocessor and includes serial,
parallel and local bus exchange, private re-
sources and resources that are shared by pro-
cessor subsystems. Such architecture of the
basic module allows processor expansion with
homogeneous and heterogeneous modules,
having previously agreed on the bus exchange
protocol. It is important to allocate system re-
sources related to share multi-microprocessor
resources and individual local resources. This
allows you to organize the reliability, integra-
tion, performance, efficiency of the base mod-
ule at the level of system resources. Local re-
sources provide the functioning of individual
consumer tasks: exchange with cloud resourc-
es, provision of high-performance computing,
and receiving data from multidimensional in-
formation sensors. Local resources are isolated
from errors that appear in other parts of the
system, which increases the reliability of the
entire system.

We introduce a message space for the
synchronous exchange of information in blocks
at maximum speed without using the processor
resource. Basic modules are identified by the
central service module, initializing all modules
in the system by geographic principle. With the
geographic distribution of the base modules,
information is exchanged over a radio channel.
The coding of the exchange channel, protec-
tion, exchange rate depends on the application.
We use the local serial bus in the base module
to control and diagnose system resources.

The capabilities of the multi-micro-
processor are flexibly rebuilt. The function
of the interface module is responsible for the
transmission and reception of expected and
unexpected messages, access to the compo-
nents of the system module: I / O registers
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and system memory. Dividing messages into
expected and unexpected will optimize the
transmission of short and long messages. The
system module assigns arbitration, generates
a system reset, provides data protection in the
event of a power failure, and resumes starting
when it occurs.

The work of a neuromultimicro-proces-
sor begins with initialization, transferring sys-
tem components from an undefined state to a
known one. The initialization process includes
resetting, initializing individual modules, ini-
tializing the entire system, and booting. Initial-
ly, the processor boards have the same priority,
during initialization, you can assign the mod-
ules by priority and assign the master, that is,
assign the highest priority.

If the task is divided into N processes,
then, if available, we assign N processor ele-
ments. Saving the state of a task involves sav-
ing the state of these processor elements. The
device for storing the state of the task repre-
sents the stack memory, that is, the current
state is the last write to the memory and is
taken out first.

Suppose that the task is distributed
among N processors (1= 1, 2 ... n). Saving the
state of the task means saving the state of the
processors. Repeating the process is equivalent
to restoring the states of the corresponding pro-
cessors. Due to the ambiguity of the interac-
tion of processes and the asynchronous nature
of saving states, restarting other processes or
multi-step recovery may be required. To solve
the problem of reconfiguration, network man-
agement and other system issues, a system
monitor and a switch controller are included
in the neuromultimicroprocessor. The control-
ler analyzes replays and multi-step recovery.
Performance Monitor receives a command to
execute processes and allocates processors and
system memory for it. Physically, the system
monitor is located in the system unit or a sepa-
rate processor is allocated and is endowed with
the functions of a monitor and a communica-
tion network controller.

When an error occurs, System Monitor
indicates that the operation has been restart-
ed, and if it repeats, all processor modules are
suspended. It detects the failed processors and
resumes solving the problem using the pro-
cessors in which there were no errors. In the
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Fig.1. The architecture of an intelligent m-ensemble fault-tolerant neuromultimicroprocessor with a
high-speed radio communication channel and a built-in recovery mechanism

presence of free processors, the task is redis-
tributed taking into account them; in the ab-
sence of an adequate replacement, processes
are distributed taking into account the avail-
able ones. When the number of processors
decreases below the critical value, the system
degrades, that is, processes are redistributed
among the available processors, in which case
the system performance decreases without de-
terioration in quality.

Let the failure of one processor mod-
ule entail restarting a part of the computational
process in all processor modules interacting
with the data. We will assume that the restart
process P, entails a restart process pP,, that
is, there is a propagation of restarts. Let’s us
denote the n-interval P,asT,(n), and the ini-
tial time when P, it retained its value asz,(n) .
Then, if a computation error occurs at the be-
ginning of the time interval, and at the moment
t,(n) the state is saved, interaction between
processes is possible. In this case, the first pro-
cess is restarted, and the interacting processes
are suspended until the first is restored.

Consider a probabilistic model for esti-
mating the restart propagation of a part of the
computational process, with multi-step recov-
ery. If an error occurs in calculations at a point
in time 7, during the interval 7;(k), a check is
made for the possibility of recovery in one step.

This will enable us to evaluate the effectiveness
of this built-in failover mechanism. We assume
that the processor module has (N +1)ms cells
for storing valid flags, and the task is distrib-
uted among M processor modules.

Let’s calculate the range of multi-step
recovery. It can be argued on the basis of the
above stated that there was at least one call
from module i to module j during the state sav-
ing interval. Formally, you can write it like this:

f[/:f/'i:g[j-‘rgj[_gi/gﬂ
wherq f in' is the average probability of
the propagation of restarts from the processor
module I to the processor module j due to n-
step recovery in the module? ;

represents the average probability of ac-
cess from module 7 to module j in one interval.

N : The total number of states of the
processor unit saved until the completion of
the task, provided that there were no failures.

N~ T -T.)

where: T';(k): Duration of the k -ro
interval of the i processor module. Let us
assume that the signal of persistence and
self-preservation are equal in time. That is

T = T;(k)=const.
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T ef - The total running time of the task,
provided that there are no errors. The uptime is
not included, for example, test sequences, re-
covery unit generation, etc.

T s, - Recovery unit generation time.

Because the total number of calls be-
tween modules 1 is j equal to

N
a,_-,-[T ! ;aimeim} and

N
Zuijk(TSS - Tsu) ’
k=1

where: u;x The average intensity of the
processor module 7 to the module j during k
- ro the module interval 7 .

Suppose that the messages obey Pois-
son’s law of distribution of the probability of a
sequence of appeals. Given that the number of
states of the processor module is large, it 4k
can be considered constant during the k- ro
interval, we obtain the following relation:

The maximum value of the intensity
of memory U jjx accesses must be less than or
equal to the inverse value e that is:

1
— > (ujjr)
€ij

where f : Matrix[e, Ji,j=1.2,....,M, and
€;,; represents the average execution time of
calls from moduleZ to module .

Function J ,; — a monotonically in-
creasing function f%om a bounded concave
function of an argument g, has the maxi-
mum value when ;1 = U2 == Uzne and

max

the minimum value UNJ, when there are 4
. l
intervals. /

e; 1. a;

" {(TSS—T su)gaime,-m}

where U ik = 1/81']', when (N, —h—1)
intervals and 2% =0 when one interval,

ui].k: M e..
(Tss _Tsu)zlaimeim v
m=

The value f}; can be considered as the
probability of a direct connection between
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nodes i and j. To determine the probability of
restarting 7;: in the processor module j, we
use calculations from the theory of network re-
liability:
rij = U (Dz],q)
q

where Dj; , represent the probability
of what is g - way out of the node i to node
j and U - probabilistic operation unification.
Let us introduce an additional proposition that
the occurrence of a fault in the static sense is
uniformly distributed over the entire set of
modules. Then the range of one-step recovery
is determined as follows:

cy=(1/ M )iﬁ{l—m[l—;zlb_,kﬂ

i-1 j=1

Calculations show that it is enough to
have a small number of cells for registering
states to achieve a satisfactory recovery result
through restarting the task processes. Reducing
access to resources leads to an increase in the
memory value of the valid flags.

Architecture of a fault-tolerant
neuromultimicrocomputer with
a high-speed radio exchange
channel for processing

multidimensional radar signals

The optimal choice of architecture is
ensured by its maximum approximation to
the class of problems to be solved. Digital
radar signal processing refers to the process-
ing of signals that can be represented as a se-
quence of multidimensional arrays of num-
bers, such as sampling signals continuously
varying over time from multiple sensors.
Since field processing tasks are distinguished
by a large amount of information that needs
to be processed in real time, it is advisable
to develop neural network ensembles in the
form of a set of functional modules aimed at
solving them.

Ensembles perform computations on
data and interact with other ensembles to gen-
erate computations on distributed data. A mul-
timicroprocessor ensemble organization de-
fines an adaptive organization and distribution
of functions for control, computations, data
transfer and restructuring of a neural network
in the process of a reliable solution of a given
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task and ensuring the necessary fault tolerance.
Information exchange between ensembles is
provided by a wireless communication chan-
nel. We introduce the central processing unit
as a system unit for testing, diagnosing and
ensuring the initial startup of the neuromicro-
computer.

When building systems with an inter-
ensemble exchange radio channel, we will use
the system backbone for high-performance
systems with advanced functionality associ-
ated with the presence of additional address
spaces - message space and interconnection
space. Using the architecture of a neural net-
work with a radio channel and removing sys-
tem bus operations from the central processor
makes its processor independent.

The traditional way of communicat-
ing and transferring has been to use a shared
memory space when using two or a maximum
of three ensembles on the backbone, but it is
not efficient for a larger number. As the num-
ber of neural network components grows, the
time required to access the data increases un-
acceptably. More efficient is the exchange of
data through the message space (see Fig. 1).
Just as mail decouples sender and receiver,
so processors are decoupled from the task
of passing messages. To transfer a message,
the sending ensembles prepare the message
in a local buffer and indicate to the commu-
nication processor the transfer address. If the
recipient is ready to accept the message, he
gives his consent to the transfer of data. The
coprocessors then perform the actual trans-
fer and inform their processing units that the
transfer is complete. This is the ability to im-
plement a standard network protocol for data
transmission and work within one neurosys-
tem to various operating systems.

A neurocomputer can use a virtual inter-
rupt scheme: an interrupt is carried out not by
physical interrupt signals, but by transmitting
a special interrupt message. A virtual interrupt
is a message that contains the interrupt source
address, destination, and qualified information.

The interconnection space allows for
easy system configuration, simplifies unit test-
ing and system reconfiguration. When a faulty
module is found, the latter can be program-
matically removed from the structure of the
neuromultimicroprocessor and replaced with

another one in hot standby. Diagnostic soft-
ware is located in each module. Each module
can perform a built-in self-test. This operation
can be carried out over the network from a re-
mote terminal.

The transmission of information in the
message space is transmitted continuously
and the channel is not blocked. Thus, real-
time mode is provided, information “freez-
ing” during the exchange of ensembles mod-
ules is excluded. Messages are transmitted in
quanta - data packets by means of a commu-
nication processor through the message space
used to identify, configure and test the board.
Each of the neurocomputer processors runs
under its own operating system. To solve the
problem of testing, initialization and initial
loading of the system, neurocomputer archi-
tecture with a system bus has been developed,
the physical transmission medium of which is
a radio channel. The order of starting, testing
and loading the system has been determined.
Thus, openness, flexibility, and deep systemic
development allow using the radio channel
as a system bus for building highly reliable
fault-tolerant neural network systems of high
performance.

Neural network architecture is optimal
for solving loosely coupled problems with nat-
ural parallelization. The tightly coupled central
service module uses the radio channel at the
bus-resident level, significantly increasing the
bus bandwidth and ensemble performance as a
whole and implements the following functions:
system initialization at power-on, power sup-
ply control and switching to a backup source,
timeout control. It can isolate failed modules,
allowing other modules to continue to function
normally. The functions of the central service
module can be taken over by any other module
in the event of its failure, without impairing the
reliability of the neurocomputer.

The architecture of the real-time neuro-
computer ensemble belongs to the systems of
the MIMD type [40] with distributed memory
and consists of a plurality of processors that
autonomously execute various instructions on
different data, i.e. are asynchronous systems
with decentralized control.

The Central Processing Unit (CPU) ar-
chitecture provides parallelism at the level of
individual instructions, the level of loops and
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iterations, the level of subroutines, the level of
job steps, and the level of independent jobs and
programs. Independent processor nodes pro-
vide parallelism at the level of individual in-
structions, but the efficiently of parallelization
at the levels of loops and subroutines will al-
ready depend on the speed of the communica-
tion structure connecting the processor nodes.
As for the levels of steps of a task and inde-
pendent tasks and programs, they are usually
associated with the multitasking mode of the
system and when mapping tasks to individual
processors or processor ensembles should not
impose special requirements on the speed of
data exchange between processors.

In a split-job system, supervisory
functions are performed by each processor
in accordance with its own needs and the re-
quirements of the programs executed by that
processor. Since the supervisor modules are
executed by multiple processors, we provide
for their re-entry or load copies of them into
each processor. The number of conflicts as-
sociated with locking system tables is small,
since each processor can have its own set. At
the same time, the number of common control
tables will not be large.

Systems with separate execution of
tasks in each processor impose certain limit-
ing requirements on the type of initial infor-
mation, because systems work efficiently only
when the tasks solved by individual processors
of the system are well balanced, that is, they
use the equipment approximately equally ef-
fectively. From the point of view of reliability,
all processors in the system are a bottleneck,
because failure of any processor means the loss
of its program and violation of all program ex-
changes in which this processor participates.
Restoring the system to work requires long-
term external intervention. Extending the sys-
tem without changing programs is impossible.

Systems with symmetric, or homoge-
neous, processing in all processors are most
fully implemented when using a set of func-
tionally homogeneous processor units. Each of
the processors can equally effectively perform
supervisory functions that “flow” from one
processor to another and perform those super-
visory functions that are inextricably linked to
the problem being solved, and those functions
that are necessary for a new task, in the case
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when the current one is interrupted or com-
pleted completely. However, any processor can
perform all or most of the system-wide func-
tions. Due to the fact that the processors are ho-
mogeneous and can be used in the same way,
any task during its execution can be processed
by different processor units of the system. We
use different sets of processors for its success-
ful implementation. System-wide control is
continuously redistributed between processors:
at a time, only one processor can be the control
one; a certain priority can be set for the proces-
sors, firstly, to resolve conflicts and, secondly,
to rank control functions.

The neurocomputer does not impose
strict requirements on the nature of the input
information. When processor modules fail,
performance gradually decreases (system deg-
radation). The expansion of the system is pos-
sible without any functional limitations.

The peculiarity of the architecture of
the neurocomputer lies in the combination of
ensembles by means of a high-speed system
highway with a physical transmission medi-
um over a radio channel. A fast and efficient
messaging service is implemented using a
specialized operating system with a distrib-
uted kernel. The program being executed is
represented as a set of simultaneously running
processes that exchange data and synchronize
their work by sending messages [41]. In other
words, the program is viewed as a network
of processes. The network consists of logi-
cal nodes, each of which contains a subset
of processes that, from the point of view of
the programmer, should run together in one
physical node. The radio channel is divided
between network subscribers in time, provid-
ing multiple accesses to the channel. There
are no conflicts through the use of a code
modulation radio channel. You can neglect
the transit time of the signal through the radio
channel. The concept of a network category
as a short-range or long-range network loses
its meaning. As the main characteristics when
assessing the quality, we use the average mes-
sage delay and the channel capacity (or the
channel utilization factor, which is defined as
the part of the channel capacity attributable
to conflict-free transmission). A common way
to match network traffic to incoming user re-
quests is through flow control procedures.
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Approbation of the technology for pro-
cessing radar information was carried out in
the SPE “Quantor” laboratory using an en-
semble in the form of a multi-microprocessor
for collecting radar information from multidi-
mensional sensors in the THz range (75-115
GHz). Spatial configuration is provided by
base stations in the 40 GHz range. The re-
search was carried out for the study of hidden
prohibited items, the study of the structure
of the coatings of special devices, receiving
through wall 3D-Image.

The possibility of 3D-radar calibration
is studied in the exploring of material proper-
ties to the example of Plexiglas, depending on
the distance between the sample and the an-
tenna using an absorber. The results of prelimi-
nary studies indicate the possibility of measur-
ing the thickness of the material.

In the implementation of 3D scanning
small objects is used FMCW radar at operating
frequency 100 GHz and bandwidth about 40
GHz of terahertz frequency range, Fig. 2.

We have developed algorithms and
have obtained the required accuracy - less than
3 mm. In reality, we can accurately assess the
environment model to take it into account in
processing. For it we previously will try to cal-
ibrate the radar.

On the calibration, a small metal plate
and several measurement cycles for averaging
the noise were used. It is shown that the ac-
curacy of measurements is influenced by the
width of the radiation pattern, the number of
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measurement cycles at one point, the accuracy
of positioning and moving the head during the
measurements, and the time interval between
the calibrations.

As a result of the measurement cycle,
a frequency dependence of the attenuation in
the microwave channel D (f) =Urer (f)/Uinc (f)
was obtained.

Unknown parameters of the dielectric
structure are determined by procedure of glob-
al minimization of discrepancy between the
measured attenuation in channel D(f) and one
calculated theoretically Dw(f, p)

F(p)=X|D(f )= Dy (f-p)’
S
Here D, (f, p) is defined according to
the formula
Vv, ?
+ K
(= ksV)A~k3V) = koVV |

and ky(f),.., k3(f) are complex co-
efficients, which are determined experimen-
tally using reference samples and describe
properties of the microwave channel; f'is the
frequency of sounding waves; V. (f) is the
complex reflection coefficient (CRC) of the
reference arm 3; V (f, p) is a theoretically cal-
culated CRC of the diclectric structure, which
depends on a vector of the structure param-
eters p (thickness of layers and electrical pa-
rameters of materials).

We consider that in free space extends
a plane electromagnetic wave and normally in-

Dy, = ko

absorber

Fig.2. System for testing 3D FMCW Terahertz Radar
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cident on the infinite (M-1)-layer medium with
flat boundaries. The CRC V (f, p) is related of
the CRC of the structure in free space V (f, p)
through the scattering matrix of the antenna S,
which is determined experimentally:

So1Vs

The CRC of the structure in free space
depends on the thickness and electrophysical
parameters of structure layers:

VaV(hhl...hm €l g ,tgd, ... tgdm),

where i , & , tgd 1is thickness, per-
mittivity and loss tangent of m-th layer. The
CRC of the plane wave from dielectric plane-
layered medium V(f,p) is determined by the
known formulas:

V:S11+

W1
W, +Y,

We see an Average Basic Function (BF)
of 40 response signal from 6x6mm metal at
40 different distance — estimation of Non Re-
movable response from constructive elements
(horn and others), and Average BF of 40 re-
sponse signal from Absorber Only without
metal plane. [2] We can see a small difference
between Absorber Only Average BF and Cali-
bration (by metal) Average BF (Fig.3).

Step x 104 Average BF and BF Series
after 0 compensation. SPC “Quantor”, Ukraine

We have developed algorithms and
have obtained the required accuracy - less than

Vs

3 mm. But in reality, we cannot accurately as-
sess the environment model to take it into ac-
count in processing. For it we will test the radar
system, having previously calibrated it.

Conclusions

This article discusses the architecture
of intelligent fault-tolerant radar systems based
on a neurocomputer. Fault tolerance is provid-
ed by varying the ratio of performance and reli-
ability with a shortage of reliability resources
of a real-time neural network. We briefly got
acquainted with resource management, special
attention was paid to the impact of fault toler-
ance on the reliability resource and the ability
to manage it when solving an applied problem.
The discussion covered the issues of building
a hypothetical model of a real-time multipro-
cessor with a resource of performance and reli-
ability, as well as their relationship. The proto-
type of the original neurocomputer operating
system was the real-time operating system
“RMX-86". The architecture of this real-time
multiprocessor system is determined by the ap-
plied task of processing radar information. The
elements of fault tolerance and survivability
were introduced into the system, initial and di-
agnostic test support during the execution of an
applied task, control of the system backbone,
and majorization.

When forming an article on neural
network systems for processing radar infor-
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mation, the number one task was to highlight
the principle of organizing the computation-
al process. Unfortunately, the volume of the
article did not allow highlighting the issues
about the basis of the organization of mac-
ro-pipeline calculations of a fault-tolerant
neurocomputer, the description of abstract
system resources and the management of the
reliability resource of a fault-tolerant real-
time neurocomputer, the organization of the
computational process for solving an applied
problem of multidimensional radar informa-
tion. Also, the issues of building a model-
ing complex for solving radar problems on
neural network structures with deep learning
are not covered. In the future, special atten-
tion will be paid to the tools for debugging a
neurocomputer, since the debugging tools of
a multiprocessor are difficult to design, and
debugging a neurocomputer requires the de-
sign of original tools that are not supplied in
a finished form by manufacturers of conven-
tional processor components.

Collection, processing, technical
implementation features, testing, diagnos-
tics, calibration of systems based on neural
networks will be covered later. They do not
affect the general understanding of the or-
ganization of computations using neural net-
works, although the difference is significant
in comparison with conventional calculators.
In our last works, the elements of construc-
tion of THz radars, LPI of marine radars,
construction of trained neural radar networks
are touched upon. [42] Modeling of process-
es in a neural network showed the nonlinear
nature of the system’s behavior from the in-
fluence of external and internal disturbances
of various powers, information in a neural
network is often heuristic. The reliability of
computations is ensured by the fault toler-
ance of neural networks and depends on the
reliability resource.

Biomimetic methods are gaining pop-
ularity in the construction of radar systems
and one of its important characteristics. That
is, the external environment affects the op-
eration of the radar system and, in turn, the
radar system generates a sounding signal,
takes into account the indicators of the en-
vironment. Most clearly it sees when using
radar in an IoT environment. The second

important biomimetic indicator is “reticular
function”. And if early cognition was real-
ized through adaptability, albeit to an in-
complete extent, then the reticular function
was realized through the fault tolerance of
multiprocessors, but in practice it was not
implemented at all, due to the high cost of
design. For the first time, we applied reli-
ability improvement by fault-tolerant meth-
ods in control systems, collection, process-
ing and display of information on board
Ukrainian aircraft AN of the Antonov De-
sign Bureau, where the author was the Chief
Designer of the fault-tolerant multiproces-
sor system. When using neural network
technologies, this function is modified and
becomes more understandable, providing
“homeostasis” of the neural network system
for collecting and processing multidimen-
sional information. An example of the use
of cognition and a complete disregard for
reticularity was demonstrated by the latest
publications on research on radar technolo-
gies within the framework of NATO, where
issues related to the fight against failures,
solutions to the problem of fault tolerance,
survivability, and dependability of computa-
tions were practically ignored. Neural net-
work architecture assumes the solution of
both problems as interconnected.
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INTONATION EXPRESSIVENESS
OF THE TEXT AT PROGRAM SOUNDING

As the amount of media content increases, there is a need for its automated sounding with the built-in means.
The factors influencing the intonation were analyzed, the dependences of sound characteristics in accordance
with the intonations were mathematically described. In the course of the work, the numerical analysis of
sentences was improved using the moving average for smoothing audio, approximation lines for generaliza-
tion of emotions as functions, and Fourier transform for volume control. The obtained dependences allow to
synthesize intonations according to the punctuation, emotionally colored vocabulary and psycho-emotional
mood of the speaker. Software for emotional sounding of texts was developed, which provides the perception
of audio information easier and more comfortable based on the use of built-in processors of mobile devices.
Key words: text analysis, sound characteristics, intonation expressiveness.

Introduction

ost of the information comes to us in a
graphical and audio representation. Therefore,
the automation of sounding texts is an urgent
problem. At the same time it is necessary to
bring the intonation of the voice synthesized
by the computer as close as possible to the hu-
man one. Usually monotonously read text is
processed manually by a person.

The development of automated means
of emotional sounding of the text is somewhat
constrained due to the complexity of the task
and, consequently, uncertainty about the suc-
cess of its solution based on available mobile
devices with built-in processors. At the same
time, to solve similar problems in related fields,
such as recognizing dangerous situations based
on smartphone sensors, examples of successful
solutions using machine learning exist [1].

In our case, to introduce emotion (into-
nation), in addition to machine learning meth-
ods, it would be desirable to identify and use
mathematical patterns of texts. Therefore, the
topic of the study of the formation of intona-
tion for different emotions is relevant.

Analysis of the State
of Research Issues
Theoretical research of intonation from
the philological point of view was actively in-
vestigated by Bagmut A.Y. [2], [3]. Her works
provide a very detailed analysis of intonations ac-
cording to the syntactic and semantic features of
sentences — some monographs contain an analy-
sis of only a narrative sentence with equal intona-
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tion. But at the same time, the intonations given
to speech depending on the psycho-emotional
state of the speaker, i.e. the emotions themselves
from the read text, have been little studied.
Minnigalimov R.T. [4] mathematically
described the patterns of changes in the fre-
quencies of the fundamental tone for narrative
affirmative and negative, as well as interroga-
tive sentences. However, his practical experi-
ments sometimes contradict each other. The
author explains this by the fact that different
speakers have different reading styles, so it
is necessary to increase the statistical base of
speakers for further practical development.
American experts from AT&T Labo-
ratories worked on the synthesis of voices for
sound. They created a program that imitates
the human voice after processing 10-40 hours
of real recording. However, as noted by the
developers themselves, the program is not yet
able to fully reproduce the voices of real peo-
ple, and the sound of synthesized recordings is
quite technical and does not take into account
the emotions of the speaker when sounding [5].
Last year, the British team Sonantic tried
to add emotion to the computer voice. The proj-
ect uses artificial intelligence, which analyzes
large amounts of human records [6]. The synthe-
sized voice is indeed similar to a natural sound,
but so far the development is focused only on
the negative emotion of despair and crying.
The main problem is that in practice every-
one reads the same text in their own way, keeping
only the basic intonation or mood. The aim of the

© V. L. Shevchenko, Y. S. Lazorenko, O. M. Borovska, 2021
ISSN 1727-4907. IIpo6aemu nporpamyBanHs. 2021. Ne 2



Mashine Learning Models and Methods

work is to identify techniques and characteristics
of voice change to increase the expressiveness of
speech and formalize these features.

One of the available approaches to
sounding texts is monotonous reading with
constant pitch, volume, etc. And without paus-
es. This method of transmitting audio informa-
tion requires constant focus and independent
logical division of the listened text into syntac-
tically integral fragments in content.

Another improved approach is to read
in an even voice, but with punctuation pauses.
So, after a comma there is a minimum pause,
and, for example, after a dash or a point — more.
This method facilitates the perception of the text
due to the fact that syntactically whole units of
speech (whole sentences or their parts) are per-
ceived separately due to pauses [7]. The disad-
vantage is the lack of intonation difference be-
tween the fragments of the text. This approach
1s used in the built-in libraries of the Python pro-
gramming language, in applications for viewing
text files with the sound function, browsers, etc.

One of the best existing approaches is
machine-based sounding. This method gener-
ates a number of sound effects for a certain set
of emotions. However, the “assignment” of such
an emotion to a particular sentence is done man-
ually, i.e. the linguistic features of the text itself
are not taken into account. This solution is used,
for example, in the British startup Sonantic [6].

The contradiction between these ap-
proaches and practical needs is that the princi-
ples of intonation in the sound of texts are for-
mulated rather vaguely and are based on human
“sense of language”, which is often explained
by the skills of expressive reading in philologi-
cal sources. However, if a person is able to un-
ambiguously determine the mood of a sentence,
then, probably, there are certain patterns in how
it does it and that includes such a “sense of
language.” From this we can conclude that the
found dependences can be generalized and for-
malized, to bring them closer to the concept of
rule. This can be a good simplification and basis
for the algorithms used in machine learning.

Relationship between Intonation

and Punctuation
The main lexical means of denoting
emotions in the text is punctuation [8]. It gives

instructions on how the sentence should begin
and end, what interaction with the listener is
envisaged, what feelings should be evoked in
him, how long and frequent pauses should be
endured. Emotions formed due to intonation do
not depend on the speaker, his manner of narra-
tion and feelings, style of text and content, target
audience, etc. That is, they will be dim, but al-
ways the same. If a comma and a dash indicate
only the need for a pause and its length, then the
key role in determining the intonation is played
by punctuation at the end of the sentence.

According to the emotional color the
sentence could be exclamatory and non-ex-
clamatory. So, they have or do not have an ex-
clamation mark at the end. They differ in how
important the emphasis on their content is and
determine how strongly the information will
impress the listener [8].

Invocative sentences are pronounced in
a calm voice, without extreme increase or de-
crease in pitch and volume, not oversaturated
with accents on words and their meaning.

Exclamations are pronounced more
sublimely, loudly, in a higher tone, the intona-
tion may be less smooth, with tears and bright
accents on keywords. Schematically, the differ-
ences are presented in fig. 1 — for volume and
fig. 2 — for height.

In order to express a sentence, there are
narrative, interrogative and motivating ones.
Narrators report an event, fact, or phenomenon.
At the end of such sentences a full stop is placed,
sometimes — three full stops to indicate incom-
pleteness of thought. If there is a full stop at the
end, the intonation throughout the sentence re-
mains equal, and at the end it drops, the voice
subsides. The volume is kept evenly at the same
level, decreasing fairly quickly at the end of the
sentence. This expresses the completeness of
thought and confidence in what is being said.

If the sentence ends with period, the
decline of intonation is smoother, moderately
fading, the voice subsides more, but gradually.
The opinion is not complete, there is room for
the listeners’ own thoughts and their personal
assessment of what has been said. Often it is to
enhance this effect at the end of a sentence with
ellipsis is a longer pause [8]. The exclamation
mark in such a sentence often expresses anxi-
ety associated with feelings of fear.
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Since in most cases with increasing vol-
ume, the pitch of the sound also increases, be-
cause the accent and expression are provided
by both means, in the future they are accepted
as one set of sound characteristics. However, in
this case the approximation rejects the jump of
volume important for the exclamatory sentence.

Motivational sentences also have a
full stop at the end. They differ from narra-
tive content: express a request or demand,
and - from purpose: motivate to action. Into-
nation have a strong emphasis on keywords
[7], which, in fact, determine the motiva-
tion for action (ask, tell, bring, etc.). Usually
such words appear at the beginning of a sen-
tence, inversion is rare and is rather an atypi-
cal phenomenon for motivational sentences.
Therefore, both the increase in voice and the
increase in volume are characteristic of the
beginning of a sentence.

Interrogative sentences have a pro-
nounced logical emphasis on the most signifi-
cant word and the strengthening of intonation
at the end, which is illustrated in fig.3. If such
a sentence contains interrogative words (how ?,
where? etc.), then they are logically emphasized.
Then at the end of the sentence the intonation de-
creases, as in narrative sentences. The degree of
amplification of sound characteristics determines
how important it is to focus on this issue [9].

Construction of Intonation

according to Punctuation

For further work with intonation and
program processing of sentences, we will enter
some mathematical designations.

The word consists of syllables:

w={n,..,nkn,.. n} where

n — unstressed syllable,

k — stressed syllable.

A\
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Veor =0,0113t3-0,2443 + 1,7433t+ 7,4875 /

Volume

/ \— Exclamatory

A
/M&/ \/ T/ — Non-exclamatory
{ \V

Approx. of the 3d order
for excl. sentence

/\ M/\ —— Approx. ofthe 3d order

for non-excl. sentence

4

Yo

5

R2=0,3047

/ Vo = 0,0015t3-0,0829t2 +0,9995t + 1,5105

Time

Fig. 1. Changing the volume of exclamatory and non-exclamatory sentences
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Fig. 2. Changing the pitch of exclamatory and non-exclamatory sentences
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Fig. 3. Changing the sound characteristics of interrogative sentences

The sentence consists of the words:

s={q,..,q9.1,q,..,q}, where

q — logically unstressed word,

[ — logically emphasized, the most sig-
nificant word.

But a sentence can also be represented
as a sequence of syllables, then you can write
it like this:

s=1{n,..,nk,n,.. n}, where

n — syllable of a logically unstressed
word or any unstressed,

k — stressed syllable of the most signifi-
cant word.

Along with the tuple of syllables, we will
write a tuple that contains commands for the
computer. They contain information about the
change of the main technical parameters of the
sound. Enter the appropriate symbols for them:

- volume — v;

- length — ¢t;

- frequency (tone of sound) — r;

- pause (before/after the syllable) — p.

Then the phrase (sentence or word) for
the computer will look, for example, like this:
s ={tv,nrq,.,v,1q,..,9,7,p,q} — the
duration of the whole record is set, and then
before each syllable indicates the required vol-
ume and frequency, if necessary, a pause, fol-
lowed by the text of the syllable.

Consider the basic emotions that cover
most human sensations. We introduce their
corresponding notations, some of them are op-
posite to others:

joy —J;

sadness — j';

aggression (attacker’s reaction) — a;

confusion / anxiety (protective reaction
of the victim) — a;

calm — ¢;

irritation / dissatisfaction — ¢’.

Each emotion has its own characteristic
pattern in time, which is represented by a set of
functions of the main technical parameters of
sound, using the previous notation:

v = j(t);r = j(t) — for joyful intona-
tion;

v = j'(t); r = j'(t) — for sad;

v = a(t); r = al(t) — for angry, aggres-
sive;

v = a'(t);r = a'(t) — for anxious;

v = c(t); r = c(t) — for calm;

v = c'(t);r = ' (t) — for irritated.

To work with audio recording, we turn
the emotions of sentences into functions for
processing arrays, because the sound signal
during processing is usually given as a set of
values like an array.

For program work with the text we
will read it from a file. In the beginning it
is enough to use ready means of sounding
and to receive monotonous reading of the
text. It is inconvenient to work with an in-
tegral sound file — change of any character-
istic will be superimposed on all sound se-
ries. Therefore, it is necessary to divide the
record into a number of identical fragments
and give them a numerical representation.
Therefore, for further sound processing, the
conversion of the sound series into an array
of volume values with a certain frequency is
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used. The wave format is used as standard
for such purposes.

During sounding it is necessary to work
simultaneously with the text (to process sound ac-
cording to punctuation), and directly with its audio
representation. The text from the file is generally a
string. So, first we divide the text into an array of
sentences, the following punctuation marks will
serve as delimiters: «.», «!», «?», «...». Then in a
cycle we process each of them. To determine the
final punctuation mark, we analyze the sentence
character by character from the end.

The main intonation emphasis is not
given to the whole combination of words, but
focuses on one syllable of the keyword in the
phrase. The increase in intonation may be more
or less smooth, but not sudden. Therefore, the
syllable (or several syllables) before the most
intonationally outlined and after it will also be
somewhat pronounced. This will help smooth
out the difference in volume and pitch and
make the sound more natural and pleasant.

Multiplication of values by a certain
factor should not be used to amplify the sound
characteristics of a piece of audio recording.
This approach can give an unexpectedly strong
or too small result. In addition, if the recording
has a large amplitude of volumes or pitches,
the highest of them can be extremely ampli-
fied, which will lead to unpleasant intermit-
tent sound and poor sound quality due to the
appearance of noticeable noise. To adjust the
sound characteristics, it is better to add a cer-
tain number to their values. You need to con-
sider how quiet the original recording was
and what the initial pitch was, so that the ad-
justment is not too sharp when adding a large

number or, conversely, the number is not too
small and the changes are not noticeable. If the
original recording already had inhomogeneous
volume and pitch, it should be generalized.
The arithmetic mean of the values of
one of the characteristics does not always give
the desired result: for example, if there are
values that are several times greater than the
bulk [10]. Therefore, you must first take the
middle range, discarding too large and small
values. This can be done by averaging or other
smoothing methods. You can also approximate
an array of values. For such purposes, linear
is enough, because the nature of the function
itself does not interest us. The goal is to select
the range in which most values are concentrat-
ed. Schematically, the principle of this method
is illustrated in fig. 4. The middle (vertical)
range used for further calculations, the upper
and lower ranges contain discarded values.
Another way to discard redundant val-
ues, more convenient for software implemen-
tation — setting the lower and upper limits of
acceptable values. After that, you can take the
average value or mode as the basic initial value
of a characteristic. The result of setting such
thresholds is constructed by software tools and
the principle is shown in fig. 5, where the value
of the initial recording frequencies is indicated
in the upper and lower ranges, and the selected
range is indicated in the middle (vertical) range.
For software work with text and sound, a
function was created that first sounds a given text
from a file, and then converts it into an array of
values and amplifies its corresponding fragments
according to the desired condition. This is the
main function, which is then referenced by oth-

v 50,8044t +6,1099
2 =
Volume/Pitch R7=0,5458

_ Sound
characteristic

—— Linear
approximation

Time

Fig. 4. Selection of the average range of values by means of linear approximation
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Fig. 5. Select a range of values for averaging

ers. It also controls the imposition of several gain
conditions on the same fragment. For example,
if the interrogative word «when» is defined as
an adverb, it should be strengthened twice — as
a question word and as an emotionally colored
word (because it is adverbs and adjectives that
most often indicate the shade in the meaning)
[10]. This can have the undesirable effect of a
sharp drop in values and an increase in volume or
tone too much. Therefore it is necessary to check
up, whether the word was strengthened already
on other sign, and in that case not to strengthen it
repeatedly (or to strengthen much less).

In addition to placing emphasis on
words that belong to certain parts of speech,
in natural language a person intonationally ex-
presses a part of a phrase that contains objec-
tions. The usual marker of such words in the
text is the negative part «no». Thus, the words
after it are also emotionally amplified in the
software implementation. To find such words
in a sentence, a function is created that deter-
mines the ordinal numbers of words with a
negative shade of meaning.

To speed up writing, we use a function
that discards single values from an array with a
certain step. At not very small step distortions
of a sound are almost not appreciable and are
corrected in the subsequent smoothing. A simi-
lar function to slow down the recording, on the
contrary, adds elements. That is, it also dupli-
cates single values with a certain step.

Fourier transform was used to shift the
tone of the sound in the work. This allows you
to make the voice both lower and higher while
almost completely preserving the original re-

cording time. The degree of deterioration of
sound quality is proportional to the length of
the audio fragments with which it is processed
— the smaller the pieces of the recording un-
dergo changes, the better the sound.

Construction of Intonation
that Expresses the Feeling
of the Speaker

In general, all emotions can be divided
into 3 groups: positive, negative and neutral.

The first group expresses high spirits and
satisfaction. Such emotions are high in tone of
voice, with normal or slightly increased volume,
slight rthythm, but with smooth differences, as-
cending intonation of phrases. At the end of the
sentence, the voice subsides smoothly, but not
stretched. Polynomial approximation is used in
the work to determine the general nature of the
decrease or increase of graphs of sound param-
eters and their comparison with other emotions.
It most accurately reflects intonation changes. In
this case, the approximation of the 2nd order is
not enough - the differences in volume or height
are not taken into account, although they are
important for building emotions. The approxi-
mation of the 4th and higher orders approaches
the initial graph too accurately, reflecting even
minor fluctuations in the voice. The best option
is the 3rd order: sufficient smoothing of graphs
is provided, the largest differences of values re-
main. Graphic generalization of positive emo-
tions is shown in fig.6.

So you can mathematically generalize
the functions of positive emotions. Since the
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best result of the approximation is achieved in
the 3rd order, the function is cubic. The coeffi-
cients of the approximation lines can be round-
ed, because the goal is an approximate form
of the function. Then for volume and height
of positive intonations (we will take a joyful
voice as a basis) accordingly it turns out:

v = 0.01¢% — 0.17t% + 1.34t + 1.63,

r =0.01¢* — 0.16t% + 1.11t + 0.95,
where t is the time.

Similar generalized functions are built
for all the emotions considered below.

The second group, on the contrary,
means unpleasant feelings, dissatisfaction with
something and denial. If positive emotions, in
general, are very similar in nature and sound,
then negative ones give a much wider palette
of such patterns.

To further improve our approach, we
will analyze the features and differences of
emotions in the text from a philological point
of view in more detail.

The main difference in sound from the
positive is the lack of smoothness, gradation of
the signal. Also, most (not all) negative emo-
tions are characterized by a decrease in pitch.
But the volume can be both reduced and in-
creased, depending on the severity of the emo-
tion and the purpose of its expression. Let’s
analyze these shades in more detail.

As a rule, when a person feels irritated
or dissatisfied, his voice becomes lower. But
the feeling of fear and anxiety is accompanied
by the opposite phenomenon: the voice be-
comes louder, very inhomogeneous, smooth
and longer. Often vowel sounds are lengthened

and amplified, while consonants are lost and
replaced by short pauses in live speech caused
by minor sudden breaths.

An increase in volume indicates an «at-
tacking» mood. Such emotions arise under
critical psychological stress, develop rapidly
and grow intonationally. This is evidenced by
the sharp and confident ending of sentences ex-
pressing similar emotions in speech. Accelera-
tion or a gradual increase in the speed of sound
is sometimes used for additional expression.

The opposite tool (decrease in volume
and stretching of phrases) is a protective reac-
tion, excitement, confusion and helplessness.
Such experiences depress a person, worsen
mood, well-being, reduce productivity, pru-
dence. The range of such soft emotions is ex-
tremely wide: sadness, grief, confusion, de-
spair, guilt and many others. They actually dif-
fer in the root cause, i.e. in the text - in content.
Intonations are almost identical, therefore, the
program requires a single implementation.

Neutral emotions characterize a calm,
balanced state of the speaker. In such emotions
there are no jumps of sound characteristics, the
voice is smooth. Usually correspond to narra-
tive unpronounceable sentences. An example
of such emotions is interest or indifference.

Programmatically, the main differ-
ence from the construction of intonation on
the basis of punctuation of the sentence is
that changes should be applied to the whole
sentence, and not only to its individual parts
(words, syllables). This will ensure a smooth
transition of emotion, sound quality and prox-
imity to natural human language.

v=0,0084t3-0,1653t2+ 1,3448t + 1,6294

R?=0,6587

N/

Values of
characteristics

—— Volume

Py —=

Approx. ofthe 3d order
for pitch

Approx. ofthe 3d order
for volume

? r =0,008t3-0,1591t* + 1,1056t + 0,953
R?=0,5949

Time

Fig. 6. Changing sound characteristics over time for positive emotions
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Since it is not necessary to analyze the
text itself to give the phrase a certain emo-
tion based on the speaker’s feelings, it was
possible to process the recording without the
initial textual representation. The main goal
is to divide the sound series into fairly small
phonetic units. Due to the fact that accents
(both strong and weak) in pronunciation fall
on vowel sounds, it is advisable to divide the
recording into syllables, because one syllable
contains exactly one vowel sound.

In the model, the soundtrack was divid-
ed into different fragments over time, for ex-
ample, 0.5s. But there is a problem: the basic
phonetic unit, which may contain an accent, is
the syllable, but the syllables differ in duration
of sound. Accordingly, after processing the re-
cording, the accents may be misaligned, which
will affect the sound quality.

Therefore, another method was used in
the work. If we compare the graphical repre-
sentation of the volume array of a record and
the text version of the phrase, we see that the
volume fluctuations occur in each syllable.
This is illustrated in fig.7.

Thus, the volume increases at the vowel
sound, and at the consonant level it decreases
and almost completely subsides at the hissing
and whistling. From this follows the conclu-
sion that it is possible to break the audio re-
cording into fragments-compositions, i.e. par-
ticles of amplification-attenuation, if you set
the threshold of “silence”. We will assume that
the values that are higher than this threshold
correspond to vowel sounds - the key compo-
nent of the syllable (sound), and those that are
lower - consonant (silence). Then we will pro-

heniwh}ri a:rei you ig

ojing

cess the sound separately in parts (audio frag-
ments of phrases of text or syllables), and then
combine them back into one file.

It is these fragments of silence that
serve as dividers when splitting a record into
syllables. By default, it is assumed that the
reading occurs at a speed of 100% (the value
can be both lower and higher) and a volume of
1 (values from 0 to 1). The optimal “silence”
interval for determining the composition limit
is 50 ms, and the silence threshold is approxi-
mately minus 30 dB (dBFS). Then to adjust the
silence time, reduce it by the same percentage
as increase the speed by one percent (for 150%
of the speed, the silence time will be approxi-
mately 40ms). To adjust the silence threshold,
reduce the volume by the same percentage and
reduce the threshold by the same percentage,
i.e. increase the modulus of the threshold value
(module, because this value remains negative).
Thus, for a volume of 0.8 we obtain a threshold
of silence minus 36 (approximately minus 40).

Conclusions

1. The speech techniques and voice
characteristics that give emotional color to the
read text were studied in the work; the regu-
larities of change of sound characteristics for
transfer of various intonations are formalized
and programmatically realized.

2. The paper proposes a method of for-
malizing emotions when breaking sentences
into syllables and mathematical formalization
of patterns of change of sound characteristics
of the synthesized voice in accordance with the
intonation of sentences; proposed formulaic
dependences for different types of sentences
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Fig. 7. Graphic correspondence of text and voice
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by syntactic and semantic features; improve-
ment of the method of numerical analysis of
sentences using the method of moving average,
approximation lines and Fourier transform; im-
proving the method of sentence synthesis taking
into account the given emotions with the help of
lexical and syntactic analysis of sentences.

3. Special software has been developed in
the Python algorithmic language, which allows
you to voice text with appropriate intonations
based on the use of built-in mobile processors.

4. In further research it is planned to in-
vestigate how the use of pauses - both short in
words and larger in a phrase - affects the change
of intonation; keep in mind that the final punctua-
tion marks can be several: «?!», «!!!», «? ..», etc.,
so that the intonation may have different shades.
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A.A. Triantafillu, M.A. Mateshko, V.L. Shevchenko, I.P. Sinitsyn

ALGORITHM AND SOFTWARE
FOR DETERMNING A MUSICAL GENRE
BY LYRICS TO CREATE A SONG HIT

One of the needs of music business is a quick classification of the song genre by means of widely avail-
able tools. This work focuses on improving the accuracy of the song genre determination based on its
lyrics through the development of software that uses new factors, namely the rhythm of the text and its
morpho-syntactic structure. In the research Bayes Classifier and Logistic Regression were used to clas-
sify song genres, a systematic approach and principles of invention theory were used to summarize and
analyze the results. New features were proposed in the paper to improve the accuracy of the classifica-
tion, namely the features to indicate rhythm and parts of speech in the song.

Keywords: genre, rhythm, song, text, classification.

Introduction

The role of music in the modern world
is difficult to overestimate - we hear it every-
where. It is hard to determine what affects the
listener’s consciousness more - the musical
component of the song or its lyrics. In the era
of streaming services that allow you to listen
to music legally and unlimitedly for a small
fee, music is a large and profitable business.
Spotify, Apple Music and other companies are
constantly trying to improve their recommen-
dation algorithms. But how will new to the
streaming service users find music they like?
They will choose a selection of songs by genre,
which they already enjoy. Besides, it is not al-
ways clear to young songwriters who to offer
their songs, it is hard to understand in which
genre they would be most successful potential-
ly. Therefore, it was decided to develop theo-
retical approaches and corresponding software
for mobile and embedded digital systems that
would help songwriters and could be used to
improve music recommendation algorithms.

Analysis of existing studies
and task statement

To date, there are many algorithms of
analyzing the genre of the song by musical
component, but no product allows you to pre-
dict the success of song in a specific genre not
only by the content of lyrics or by melody, but
also by its rhythm.

In 2019, researchers from the Univer-
sity of South Carolina developed a system us-
ing artificial intelligence that recognizes the

song genre by lyrics and chords, and their
model was trained on more than 5,500 songs
that were typical for their genres. The research
was closely related to song chords, but the re-
searchers did not perform rhythm analysis [1].

In addition, numerous studies use the
«bag-of-words» method to train a model to
predict the genre of a song, which allows you
to present each song as a set of «importanty
words. Important words are the words that have
a meaning and do not serve just to bind other
words. Adam Sadovsky and Xing Chen use ap-
proximately 150 songs of 4 genres (rap, hip-
hop, rock and country) and they classify the
genre of a song by using the «bag-of-words»
technique and a special function to determine
the weight of the lyrics [2].

The disadvantage of these studies, al-
though the methods of creating features for
models and the learning models themselves
differ, is that the general essence remains the
same: the prediction is carried out only on the
basis of the words from the lyrics or its melody
and the ways of processing are repeated. The
difference of our research is that in addition
to words importance metrics, we use features
based on the song lyrics rhythm and morpho-
syntactic structure, in order to increase the ac-
curacy of the prediction result.

From the analysis of existing theoreti-
cal methods and researches it follows that there
is a need for new methods to increase the ac-
curacy of song genre classification. The aim of
the scientific work is to increase the accuracy
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of determining the song genre by its lyrics by
developing software that uses new features,
namely the rhythm of the lyrics and its mor-
pho-syntactic structure.

The aim of the study is to analyze re-
searches on classifying song genre by differ-
ent factors, create a program to determine the
rhythm of the lyrics, create a program to deter-
mine the number of different parts of speech in
the text, train several models to determine the
most effective one and compare the results for
different models and features.

The scientific novelty of the work lies in
the usage of a new method in conjunc-
tion with well-known ones to predict the genre
in which the song is most likely to become
popular by lyrics component.

Description of theoretical

methods used

Our work on the analysis of the lyrics
consisted of two parts: feature engineering and
training of the model on created features. Cre-
ating features is the transition from a text rep-
resentation of lyrics to a numerical representa-
tion since text cannot be the input of a machine
learning model.

The following metrics were selected as
features:

1) ratio of stressed, unstressed syllables
to the number of all syllables in the song, the
number of undefined words in a song;

2) TF-IDF (term frequency-inverse
document frequency);

3) ratio of the number of different parts
of speech to the number of all words in a song.

We selected two models, the Bayes clas-
sifier and Logistic Regression, and compared
their results. The Bayes classifier is a classic
model for solving such problems, but since we
use features of different types, we assumed that
Logistic Regression will show better results.

Preprocessing. The prediction is done
using data from the MetroLyrics Dataset, which
is a collection of songs-related data, including
genre and lyrics from www.metrolyrics.com
site. This data allows to analyze the lyrics and
find its distinct features. Unfortunately, this file
is currently not freely available, so it was taken
from a similar project of researchers from the
University of California [3]. First of all, all
songs written in non-English were removed
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from the dataset using the DETECTLAN-
GUAGE feature from Google Sheets service.
MetroLyrics dataset consists of more than 360
thousand songs in different languages. Since
the dataset contains very few entries of Other,
R&B, Indie and Folk genres, it was decided not
to use them in model training. In addition, all
songs without genre or without lyrics, songs
labeled «instrumental», corrupted recordings
(with a set of characters instead of lyrics) were
removed. The distribution after data cleaning I
displayed on Fig. 1.

Total number of songs per genre (after data cleaning)

100000
80000
60000

40000

: i

Genre
Fig. 1. Total number of songs per genre
(after data cleaning)

Number of songs

Rock

Pop
Hip-Hop
Metal
Country
Jazz
Electronic

Determining the rhythm of a song.
The method consists in presenting lyrics in
the form of a binary sequence, where 1 is the
stressed syllable, 0 is the unstressed syllable.
The text is pre-cleaned of punctuation and re-
duced to a unified form - all the letters in the
words text are in lowercase.

Let the set L be the set of rows 1, 1, ...
JA:L={l,1,..,1}. Then the set W—is a set
of words w, w,, ..., w_inarow: W= {w,w,
N U

From a phonetic point of view, each
word consists of sounds that in turn can be
vowel and consonant. Research is conducted
using songs in English, and the sounds in words
are identified with the help of Carnegie Mellon
University Pronouncing Dictionary [4], which
consists of more than 134,000 words and their
pronunciation. The set of vowels V, according
to the Carnegie Mellon University Pronounc-
ing Dictionary, looks like this: V'={‘44’, ‘AE’,
‘AH’,CAO’, ‘AW, ‘AY’, ‘EH’, ‘ER’, ‘EY’, ‘IH’,
Yy, cow, oy, ‘UH’, ‘UW’, Y’}
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According to the CMU Dictionary, if
there is a number one at the end of the sound
designation (for example, “AH1”), then the
stress in the word is primarily placed on this
sound. Let S be a sentence where the words a,
b, ¢ are stop-words (words which serve only
as a connection for other words): S=“Ad, b
e-F,cae g”

Since the number of syllables corre-
sponds to the number of vowel sounds and
a vowel sound is present in each syllable,
the algorithm of creating a binary rhythm
sequence, which was proposed in the work,
looks like this:

Algorithm 1

1. Break the text into lines;

2. Tokenize (break into elements) the
line: S = [“A», «d», «,», «b», «e», « — «, «F», «,»,
« P, «A», «e», &,», «g», «.»]

3. Convert all the letters to lowercase: S
= [«a», «d», «,», «b», «e», « = «, «f», «», « C»,
«a», «e», &,», «g», «.»]

4. Clean the text from punctuation: S =
[«a», «d», «b», «e», «f», « c», «a», «e», «g»]

5. For each word in a string:

5.1 If the word is in the dictionary:

5.1.1 For each sound in the word:

5.1.1.1 If the sound is vowel:
5.1.1.1.1 If the sound is stressed:
5.1.1.1.1.1 Add 1 to rhythm;
5.1.1.1.2 Otherwise:
5.1.1.1.2.1 Add 0 to rhythm;
5.2 Otherwise:

5.2.1 Add « » to the rhythm (notation
of unknown words (abbreviations, neologisms,
profanity, etc.)).

Text representation in a form of «Bag
of Words». The Bag of Words model considers
only the frequency of words appearing in the
text and converts the document into a vector of
numbers. Each word is assigned a unique num-
ber and the number of occurrences in the docu-
ment. Our work uses an existing CountVector-
izer model that uses this principle. Let S be the
sentence used in the previous example. Then
algorithm of CountVectorizer looks like this:

Algorithm 2

1. Tokenize sentences (Algorithm 1, p.2);

2. Unify the words (Algorithm 1, p.3);

3. Remove punctuation (Algorithm 1, p. 4);

4. Remove stop-words: S = [«d”, «e»,
«f», «e», «g»|

5. Assign an index and a number of oc-
currences to each word: S = [«d», «e», «f», «e»,
«g»]; Index = [«d»:0, «e»:1, «f»:2, «g»:3];

Result = [«d»:1, «e»:2, «f»:1, «g»:1]

Statistical metric TF-IDF. TF-IDF
(TF - term frequency, IDF - inverse document
frequency) is a metric used to assess the impor-
tance of a word in a document that is part of a
collection of documents. A weight of a word 1
in a document j is calculated this way:

N
wi; = tf; * idf,; = tf,, * log <d_ﬁ) 1)

Where /54 is the number of occurrenc-
es of the word i in the document j; df; — the
number of documents in which there is a word
1; N — the number of documents.

Let S be the sentence used in previous
examples. In our work we used an existing
TfidfVectorizer model with our own modifica-
tion of the algorithm. By default, it works ac-
cording to the following algorithm:

Algorithm 3

1. Tokenize sentences (Algorithm 1, p.2);

2. Unify the words (Algorithm 1, p.3);

3. Remove punctuation (Algorithm 1, p. 4);

4. Find TF of the words: S = [“a”, “d",
“b”,“e”, “f",“c” “a”,“e”,“g"]; TF =[“a” : 1, “d”
:1,D":1,%e”:2,“f":1,“¢c”:1,"a": 1,“g" : 1]

5. Find IDF of the words (depends on
the frequency of words in all documents);

6. Vectorize a normalized result.

To improve accuracy, we modified the
algorithm by creating our own function for text
preprocessing. Let S be the sentence used in
previous examples. Then the algorithm looks
like this:

Algorithm 4

1. Tokenize sentences (Algorithm 1, p.2);

2. Unify the words (Algorithm 1, p.3);

3. Remove punctuation (Algorithm 1, p. 4);

4. Remove stop words (Algorithm 2, p.4);

5. Lemmatize words (treat word forms
as one word): S=["d","e","f","e","g"]

6. Find TF of the words: S = [“d”, “e”, “f”,
“”“g"; TE=["d":1,“e":2,“f":1,“g" : 1]

7. Find IDF of the words (depends on
the frequency of words in all documents);

8. Vectorize a normalized result.

Determining parts of speech in
songs. To determine the entry of different
parts of speech in the song, the pre-trained
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model «en_core web _sm» from the SpaCy
library was used. We used this model on
songs that were pre-tokenized and lemma-
tized. The library functionality returns a tag
to indicate a part of speech for each word.
The feature is created by counting the num-
ber of different parts of speech and foreign
words (not English) and their ratio to the
number of all words in the song.

Bayes classifier. Since the analysis of
text data involves long and multidimensional
feature vectors, the learning algorithm should
be effective both in terms of classification and
in terms of computational speed. These quali-
ties are present in the Bayes training model
(Naive Bayes). The method involves dividing
the feature into several independent variables
and finding an estimate for each of them.

Naive Bayes classifier is based on Bayes
theorem, which is an equation that describes
the relationship between conditional probabili-
ties. For our question, the Bayes classifier cal-
culates the probability of a particular genre for
a given feature. According to Bayes theorem,
this probability is calculated as follows [5]:

P(GIf) = P(f1G)P() (2)

P(f)
Where G is the genre, and f'is a feature.

The feature is divided into independent metrics
from the metric (feature) vector, so:

P(f16) = P(f1lG) * P(f1G) * ... x P(f,1G) (3)

The Naive Bayes classifier has certain
drawbacks, namely the fact that the absence of
a word in the document (in our case, song) has
the same weight as its presence. Obviously, this
affects the accuracy of the results because the
song is defined by the words that are present in
it, not absent. In addition, this classifier does
not take into account the frequency of words,
which, of course, is extremely important for
the song analysis.

To solve these problems, we used a
modification of the Naive Bayes classifier — the
Multinomial Bayes classifier. It works as fol-
lows: the following formula is used to divide
the feature into independent metrics:

kK
rrie =N [P @
i=1 ©

Where P: is the probability of the word
i appearing in all songs of genre G; ™; — the
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number of occurrences of this word in this
song; N — the number of all words in the song.

Typically, the features used by the
classifier are only features to indicate the
frequency of occurrence of words in songs
(TF-IDF features, for example), but we have
added our own features to them to indicate the
rhythms of songs and their morpho-syntactic
structures. For example, let X be a set of input
features, and Y is a set of labels to indicate
genres. x - classical features to indicate the
frequency of words in songs (BoW, TF-IDF),
x_— our features to indicate the rhythm, x -
our features to indicate the number of differ-
ent parts of speech in a song, y — genres. In the
classical solution of such problem, the sets X
and Y look like this:

X = X1, Xw1r Xw2s - Xwn (5)

Y=YIJYZJ w0 Yn (6)
After we added our features, the sets be-
gan to look like this:

X= Xwir Xw1r Xw2s oo Xwny Xr 15 Xr1 Xy2y ooy X,
Xs1, Xs1) X525 -0y Xsn (7)
Y=y1'y2'---'yn (8)

Logistic Regression. By definition, Lo-
gistic Regression is intended for the classifica-
tion of binary classes. Since we use 7 genres
for classification, we have chosen the type of
logistic regression that can be used to predict
more than two classes, namely Multinomial
Logistic Regression.

The difference between a Multinomi-
al Logistic Regression and a classic one is
that instead of a standard logistic function
[6] or a sigmoid function that predicts the
probability of a binary event by comparing
it with a logistic curve (sigmoid), a softmax
function or a normalized exponential func-
tion is used, which compresses all values to
the range [0,1] and the sum of all elements
is 1. The normalized exponential function
gives the answer in the form of the prob-
ability of the event, which can take more
than 2 values. The classifier, which is based
on a standard logistic function, calculates
the probability of a result Y for a given fea-
ture X as follows [7]:

ef(x) 1
SO 14 e S® )

P(Y|X) =
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Where f{x) is a function that consists of
the features x, and their weight B , which is as-
signed to the features by the classifier:

f(x) :x0+x1ﬁ1+"°+xnﬁn+£ (10)
The normalized exponential function,
in turn, looks like this:

e*i
softmax(x); = o5 (11)
j=1€¢"’

As is the case with the Bayes classi-
fier, the features, which are commonly used
for such studies, were combined with our
own ones. For example, let X be a set of input
features, and Y is a set of labels to indicate
genres. x — classical features to indicate the
frequency of words in songs (BoW, TF-IDF),
x_ — our features to indicate the rhythm, x_
— our features to indicate the number of dif-
ferent parts of speech in a song, y — genres.
In the classical solution of such problem, the
sets X and Y look like this:

X = X1, Xwir Xw2y o r X (12)

Y:y1;y2;---;yn (13)
After we added our features, the sets be-
gan to look like this:

X = Xwr Xwir Xw2s = Xwno Xr 1 Xr 1) Xy25 vov s Xopp,

Xs1)Xs1) X525 s Xsn (14)

Y =y1,¥2 ;¥ (15)
Analysis of results
To analyze the results, we created a
structural and logical scheme of the research
(Fig.3-8). Each scheme block has the follow-
ing structure (Fig. 2):

Coordinates

Model

Accuracy

Fig. 2. Structure of structural
and logical scheme

To understand the scheme, we need to
enter some notations:

e rhythm 1 — 3 features: ratio of the
number of stressed syllables, unstressed syl-
lables, unrecognized words to the number of
all syllables;

e rhythm 2 — 10 features: 3 of rhythm
1, percentage of unfamiliar words, number of
lines, average number of syllables per line,

number of words, average number of syllables
in a word, average number of letters in a word,
average number of letters in a line;

e parts of speech 1 — the ratio of the
number of parts of speech to the number of all
words, without removing stop-words;

e parts of speech 2 — the ratio of the
number of parts of speech to the number of all
words, with the removal of stop words.

The scheme is divided into parts ac-
cording to the model and the main feature:
CountVectorizer (Bag of Words) or TF-IDF
(Term Frequency — Inversed Document Fre-
quency). Italics highlight the best accuracy
result from the part. The result of accuracy
was calculated under the following condi-
tions:

e 70% of the data was used to train the
model, and to verify it the remaining 30% was
used.

e the random state parameter was set
to the same value for each experiment. This is
necessary so that the same songs always fall
into the test set of songs.

Rhythm 1 Rhythm 1
Multinomial Bayes <—> Logistic Regression
0.4832173144602409 0.4824886435869211
Rhythm 2 Rhythm 2

Multinomial Bayes Logistic Regression

0.5373094990775337 0.5284724267840809

Fig. 3. Structural and logical scheme, p.1

Parts of speech 1 Parts of speech 1

Y
h J

Multinomial Bayes Logistic Regression

0.4832173144602409 0.47895381466954

| l

Parts of speech 2 Parts of speech2

Multinomial Bayes Logistic Regression

0.4832173144602409 0.4801630982465388

Fig. 4. Structural and logical scheme, p.2

From the results on the scheme it be-
came obvious that the assumption that the
Logistic Regression would give a better re-
sult was confirmed. To assess the depth of
innovation we created the following table
(Table 1):
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Count Vectorizer

Multinomial Bayes

0.5920993472969411

Count Wectorizer,
rhythm 1

Y
Count Vectorizer, parts of
speech 1

Count Vectorizer, rhythm 1,
parts of speech 1

Multinomial Bayes

Multinomial Bayes

Multinomial Bayes

0.593479170865568 0.5932931272383374 0.5945489217221438
v Y k.
Count Vectorizer, Count Vectorizer, parts of Count Vectorizer,
rhythm 2 speech 2 thyihm 2. pars of speech 1

Multinomial Bayes

IMultinomial Bayes

Multinomial Bayes

0.5974015806730128

0.5932931272363374

0.5975721306646409

Count Vectorizer,

rhyinm 1. parts of speech 2

Multinomial Bayes

¥
Count Vectorizer,
rhvihm 2. parts of speech 2

rMultinomial Bayes

0.594579928993349

Count Vectorizer

Logistic Regression

0.6179129005721849

h 4

Count Vectarizer,
rhythm 1

Count Vectorizer, parts of
speech 1

0.5975411233934358

Fig. 5. Structural and logical scheme, p.3

Logistic Regression

Logistic Regression

Count Vectonizer, rhythm 1,
parts of speech 1

Logistic Regression

0.6187113223050805

0.6221298894590781 0.6180679369312103
v Y
Count Vectorizer, Count Vectorizer, parts of
rhythm 2 speech 2

Y

Logistic Regression

Logistic Regression

Count Vectorizer, rhythm 2,
parts of speech 1

0.5506271220601231

Logistic Regression

0.6196027968556627

0.5540379218926839

Count Vectorizer, rhythm 1,
parts of speech 2

Logistic Regression

¥
Count Vectorizer, rhythm 2,
pars of speech 2

Logistic Regression

0.6174477915071084

0.5440070696575347

Fig. 6. Structural and logical scheme, p.4
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TF-IDF

Multinomial Bayes

0.5366893226461605

h A

TF-1DF, rhythm 1

TF-IDF, parts of speech 1

TF-IDF, rhyihm 1, paris of
speech 1

Multinomial Bayes

Multinomial Bayes

Multinomial Bayes

0.5342552828638316

0.5356661137036635

0.5317281902606161

h 4

h A

TF-1DF, rhythm 2

TF-IDF, parts of speech 2

Y
TF-IDF, rhythm 2, paris of
speech 1

Multinomial Bayes

Multinomial Bayes

Multinomial Bayes

0.5550456582068495

0.5352320119067921

0.555820839986977

TF-IDF, rhythm 1, parts of
speech 2

TF-IDF, rhythm 2, paris of
speech 2

Multinomial Bayes

Multinomial Bayes

0.5314026139129626

0.5561154090634254

TF-IDF

Logistic Regression

0.6324708144059732

h

Fig. 7. Structural and logical scheme, p.5

TF-IDF, rhythm 1

TF-IDF, parts of speech 1

TF-IDF, rhythm 1, paris of
speech 1

Logistic Regression

Logistic Regression

Logistic Regression

0.6299592254383652

0.6315560999054273

0.6197113223050805

h 4

Y

TF-IDF, rhythm 2

TF-IDF, parts of speech 2

A
TF-IDF, rhythm 2, parts of
speech 1

Logistic Regression

Logistic Regression

Logistic Regression

0.5171237655230152

0.6321607416939272

0.5261156741724935

TF-IDF, rhythm 1, parts of
speech 2

¥
TF-IDF, rhythm 2, parts of
speech 2

Logistic Regression

Logistic Regression

0.6285173873273282

0.5253561960279666

Fig. 8. Structural and logical scheme, p.

91



Mashine Learning Models and Methods

Table 1
Evaluation of the research results
Labor units Depth of Innovation
No Name (points 0 - 9) p(points 0-9) Result Influ ence
Before
1.0 | Bow: | 3 | 0 | 0.6179 |
Proposed
1.1 R1° 7 9 0.6221 +
1.2 PS1¢ 5 5 0.6180 +
1.3 R2¢ 8 8 0.5506 -
1.4 PS2¢ 5 5 0.6196 +
1.5 R1,PS1 5 6 0.6197 +
1.6 R1,PS2 5 6 0.6174 -
1.7 R2,PS1 5 6 0.5540 -
1.8 R2,PS2 5 6 0.5440
Before
20 | TF-IDF | 3 | 0 | 0.6324 |
Proposed
2.1 R1 7 9 0.6299 -
2.2 PS1 5 5 0.6315 -
2.3 R2 8 8 0.5171 -
2.4 PS2 5 5 0.6321 -
2.5 R1,PS1 5 6 0.5261 -
2.6 R1,PS2 5 6 0.6285 -
2.7 R2,PS1 5 6 0.5261 -
2.8 R2,PS2 5 6 0.5253 -

aBoW — Bag of Words, sR1 — Rhythm 1, :PS1 — Parts of speech 1, dR2 — Rhythm 2, .PS2 — Parts of speech 2

Thus, not only the approaches were
found to improve the accuracy of defining song
genres. Also, the difference in the effective-
ness of solution when changing methods was
tracked. This allowed us to build a trajectory
in space of possible solutions, which led to the
best solution. In addition, this trajectory can be
improved according to the change in the con-
ditions of the task, in order to obtain the best
method for new conditions. This result lies in
the plane of management of purposeful receipt
of new ideas and can be considered an exten-
sion of existing approaches to the theory of in-
vention, for example, a morphological table of
possible solutions.

Since the preliminary results were cal-
culated for the same test data, 10 experiments
were conducted to calculate the mathemati-
cal expectation, using logistic regression for
the features that give the best result, namely:
TF-IDF; TF-IDF, rhythm 1; TF-IDF, rhythm 1,
parts of speech 1. The results of experiments
are shown in the graph (Fig. 9):
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Results of experiments for the most effective coordinates
0636

|
RENEE

/ y .
0632 ’ \

0628

Result

—e— TF-IDF
0626 -w- TF-IDF, rhythm 1
u- TF-IDF, rhythm 1, parts of speech 1

1 2 3 4 5 3 7 8 9 10
Number of experiment

Fig. 9. Results of experiments for
the most effective features

To verify the distribution of results,
Q-Q (quantile-quantile) graphs were built
and Shapiro-Wilk tests were conducted. This
showed that the resulting distribution is slight-
ly different from the normal. Based on these
results and considering the possible error asso-
ciated with a small data sample, we concluded
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Table 2
Result table
TF-IDF TF-IDF, Rhythm 1 TF-IDF, rhythm 1, parts of speech 1
Average 0.6318 0.6294 0.6277
Median 0.6319 0.6284 0.6279
Maximum 0.6359 0.6328 0.6302
Minimum 0.6284 0.6273 0.6251
Sgllgzgi 0.0021 0.0019 0.0016
Dispersion 0.0000045 0.0000036 0.0000027

that the results are distributed normally. Thus,
the results can be represented by the following
table (Table 2):

Therefore, our features in some cases
add up to 2% of accuracy to the main method.
Therefore, even though the highest accuracy
was obtained without the use of new features,
further studies of rhythm have great potential.

Conclusions

1. As a result of the work, its purpose
was achieved, namely, the accuracy of deter-
mining the genre of the song by its lyrics was
increased through the development of theoreti-
cal approaches and corresponding software for
mobile and embedded digital systems that use
new factors, namely the rhythm of the text and
its morpho-syntactic structure.

2. Scientific novelty is the use of a new
method, namely the determining of the text
rhythm and its parts of speech, to classify songs
by genres by creating new features. The best
results were obtained due to the feature TF-
IDF (Term Frequency - Inversed Document
Frequency) and its combinations with features
to indicate rhythm and rhythm with parts of
speech. During the research, we realized that
the rhythm potential is much larger than the
scale of our project, since the presentation of
text in the form of a rhythm allows you to bi-
narize any text-like information.

3. The study progressed according to
the principles of invention theory, which is
reflected in the structural and logical scheme
of research, which was built to analyze the re-
sults. This made it possible to see that not only
approaches were found to improve the accu-
racy of defining song genres, but also the effec-

tiveness of the solution when changing meth-
ods was tracked. Thus, a trajectory was built
in the space of possible solutions, which led to
the best solution.

4. The created program code was suc-
cessfully approbated by placing it on a web ser-
vice for joint software development GitHub [8].

5. The practical application of this in-
novation is not limited to the obvious musical
application, namely the improvement of music
recommendation algorithms or assistance for
young authors. More generally, the analysis of
rhythm will allow to find non-obvious patterns
in such texts as:

e political speeches: to edit speech text
to achieve the best perception by the audience;

e historical documents: to analyze
their authenticity or belonging to a particular
historical period;

e promotional texts: to edit the text for
the best targeting;

e songs: to find musical plagiarism;

e dialogues from movies: to script fea-
tures that make movies popular.
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UDC 004.822:519.15

Development of domain thesaurus as a set of ontol-
ogy concepts with use of semantic similarity and ele-
ments of combinatorial optimization / A.Ya. Gladun,
J.V. Rogushina

We consider use of ontological background
knowledge in intelligent information systems and
analyze directions of their reduction in compli-
ance with specifics of particular user task. Such
reduction is aimed at simplification of knowledge
processing without loss of significant informa-
tion. We propose methods of generation of task
thesauri based on domain ontology that contain
such subset of ontological concepts and relations
that can be used in task solving. Combinatorial
optimization is used for minimization of task the-
saurus. In this approach, semantic similarity esti-
mates are used for determination of concept sig-
nificance for user task. Some practical examples
of optimized thesauri application for semantic
retrieval and competence analysis demonstrate
efficiency of proposed approach.

Keywords: domain ontology, task thesaurus, se-
mantic similarity, combinatorial optimization

UDC 004.02+004.05+005.93+ 510.3

Security basic model for applied tasks of the distrib-
uted information system / Y.S. Rodin, I.P.Sinitsyn.

The tasks of modelling and the components of
the basic model of applied task protection of a
distributed information system have been con-
sidered. The measurement and relationship of se-
curity parameters, protection, new and reference
attacks, anomalies, and threat environments have
been proposed. The conditions of threats, attacks
and, consequently, inconsistencies in the results
of applied tasks are proved. At the beginning of

VK 004.822:519.15

Po3poOka Te3aypycy 10MeHYy SIK CYKYNHOCTI KOHIe-
1iii OHTOJIOTIi 3 BUKOPMCTAHHAM CEMAHTHYHOI MO/di-
OHoOCTi Ta ejieMeHTIB KOMOiHATOpPHOI omTHMmi3amii /
Al Tmanyn, 10.B. Porymmna

ABTOpH pO3IVISIIAIOTE BUKOPUCTAHHS OHTOJO-
riyHUX (POHOBHX 3HAHb B IHTEJIEKTYaJIbHHX iH-
(dbopMarifiHUX CHCTEMaX Ta aHAI3yHTh METOIU
iX 3MCHIICHHS BIAMOBIAHO JO MOTped Ta 0co-
OnMBOCTEl KOHKpPETHOI 3ajadi KOpUCTyBaua.
Take 3MeEHIICHHS CHPSIMOBaHE Ha CIPOIICHHS
00pOOKM 3HaHb 0€3 3HaUHWX BTPAT Y KiJIBKOCTI
00pobiroBanoi iHpopMmarii. bymo 3ampomoHo-
BaHO METOJIM T'eHEPYBaHHS Te3aypycy 3ajadi Ha
OCHOBI OHTOJIOTI{ TOMEHY, III0 MiCTUTH ITiMHO-
JKUHY OHTOJIOTIYHHX TOHSTH Ta BiTHOIICHB, SIKI
MOXYTb OyTH BUKOPHCTaHI JUIsl BUPIIICHHI 3a/1a-
yi. J{nst miHiMi3amii Te3aypycy 3aadi BUKOPHC-
TaHO MeToau KoMmOiHaropHoi ontumizamii. ITo-
Ka3HUKH OIIHKA CEMAaHTHYHOT MOIIOHOCTI y I[hO-
My Miixofi OyJ0 BUKOPHCTAHO JUIsS BU3HAYCHHS
3HAYYIIOCTI KOHIIENTY JUIsl 33j1aui KOpUCTyBaya.
EdexTuBHICTh 3aITpOINOHOBAHOTO MMiAX0MY OyIo
MIPOJICMOHCTPOBAHO HA JIESIKMX MPAKTHYHUX
MPUKJIaJax ONTHUMI30BAaHOTO 3aCTOCYBAaHHS Te-
3aypycy JJIsl CEMaHTHYHOTO TIOIIYKY Ta aHalizy
KOMITCTCHITIH.

Knro4yoBi ciioBa: OHTONOTISI JOMEHY, Te3aypyc
3aja4i, CeMaHTH4Ha TOJIOHICTh, KOMOIHAaTOpHA
OIITHMI3allisl.

VJIK 004.02+004.05+005.93+ 510.3

Ba3oBa MomeTb 3aXnCTy MPUKJIATHUX 32129 PO3MOTi-
JaeHoi indopmaniiinoi cucremu / €. Poxin, [.Cininus.

Po3misiHyTO 3a7a4i MOZENIOBAaHHS Ta CKJIAJIOBI
6a30B0T MOJIeNT 3aXUCTY NPUKIJIAJHUX 3a/1a4 PO3-
noxinenoi iHdopmaniiinoi cucremu. 3arporno-
HOBaHO BUMIp Ta 3B’S30K HapaMeTpiB Oe3neKw,
3aXMIICHOCTI, HOBUX Ta ETAJOHHHMX aTak, aHo-
MaJtiid, cepeIoBHUII (PYHKI[IOHYBaHHS 3arpo3. 3a-
MIPOTIOHOBAHO BUKOPUCTAHHS €KCIIEPTHOI CeMaH-
TUYHOI CHUCTEMH JUIsi PO3LIMPEHHs 0a3u 3HaHb
HOBHMHM 3arpo3amH, aTakamu i, 3aco0aMu Ipo-
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the article the concept of a distributed informa-
tion system, system of applied tasks, modern
trends of zero-trust architecture in building infor-
mation security systems are discussed. Further, it
gives an overview of existing methods of detec-
tion and counteraction to attacks based on refer-
ence knowledge bases. To improve the level of
security it is proposed to analyze the causes of at-
tacks, namely hazards and threats to the system.
Attacks, hazards and threats are considered as
structured processes that affect the internal and
external environment of the system of the ap-
plied tasks with a further impact on the output
of these tasks. The concepts of security level and
security level of a distributed information system
are introduced, as well as the concepts of ap-
plied task, environment, and user contradictions.
As the logical metrics of discrepancy detection
the apparatus of semantic analysis is proposed,
which (based on the reference knowledge base,
the apparatus of text transformations) should be
applied at the stage of loading of applied task and
describe the input and output data, requirements
to the environment of the task solution.

The result of the research is the proposed method
for identifying additional data about hazards,
threats, attacks, countermeasures to attacks, ap-
plied task-solving. This data is generated from
the reference and augmented textual descriptions
derived from the proposed contradictions. By
building additional reference images of threats,
attacks, countermeasures, it becomes possible to
prevent the activation of new attacks on the dis-
tributed information system.

Keywords: information, security, anomaly, at-

tack, model, application problem, distributed
system, semantics.

UDC 004.94

Defining degree of semantic similarity using descrip-
tion logic tools / O. Zakharova

Establishing the semantic similarity of informa-
tion is an integral part of the process of solving
any information retrieval tasks, including tasks

96

tuaii. Ha mouarky crarTi #aeTbes Ipo MOHSTTS
po3nonizeHol iHhopMaIiifHOT CHCTEMH, CUCTEMHU
MIPUKIIAJHUX 33j1ad, Cy4acHl TeHJEeHIIi apXiTeK-
TypH HYJIbOBOI JOBIpHM TPH TOOYIOBI CHUCTEM
iHpopMmaniiHoro 3axucty. Jlaai IporoHyeThCs
OIS ICHYIOYMX METOJIIB BUSIBJICHHS Ta MPOTH-
nii atakam Ha 0a3i eTaJoHHUX 0a3 3HaHb. s
MiJBUILCHHS PIBHS OC3MEKH MPOIIOHYEThCS aHa-
JIi3 IPUYMH BUHUKHEHHS aTak, a came, HeOe3rnek
Ta 3arpo3 CHCTEMH 3a JIOTIOMOTOI0 PO3IIMPEHHS
0a3y 3HaHb CEMAaHTHYHHMH IHTEpHpETALiIsIMHA U
CYNEPEYHOCTSIMH MK HUMHU.

Araku, HeOe3IeKH! Ta 3arpo3H PO3MIISIAIOTHCS K
CTPYKTYPOBaHI IPOIIECH, 1110 BILTMBAIOTH HA BHY-
TPILIHE Ta 30BHIIIHE cepefoBHIIE (DYHKIIOHY-
BaHHS CUCTEMH IIPHUKJIATHHUX 33/1a4 3 TTOJaJIbIIUM
BIUIMBOM Ha BUXIIHI JaHI WX 3a71a4. BBOISTE-
Csl IOHSATTS PIBHS OE3MEKH 1 PiBHS 3aXUILEHOCTI
po3nonijeHol iHhOPMALIHHOI CHCTEMH, a TAKOK
MOHSTTSl CYNEPEeYHOCTEeH NPUKIAIHUX 3ajad,
cepesloBHIIa, KOpHCTyBava. SIK JioriuHi MeTpu-
KH BHSIBICHHS CYNEPEYHOCTEH IPOIIOHYETHCS
arapar CeMaHTH4HOTO aHallizy, [0 Ha OCHOBI
eTaJIOHHOT 0a31 3HaHb, arlapary TEKCTOBHX Iepe-
TBOpEHB Ma€ OyTH 3aCTOCOBAaHUI Ha eTarli 3aBaH-
TaXCHHs MPUKIIATHOT 3a/1a4i i OIMCYBaTH BX1/IHI
Ta BUXIZHI JaHi, BUMOTH JI0 CEPEelOBHIA BUPI-
mieHHst miei 3amadi. Takoxk amapar ceMaHTHYHO-
T'O aHai3y MPONOHYETHCS BUKOPHCTOBYBATH JUIS
aHaJIi3y 3anKCiB IHIUJICHTIB, IPOTOKOJIIB TPOTH-
I, HACIIIIKIB.

PesynbraroM JOCHI/DKEHHST € 3arpOIIOHOBAHUM
METO/] BUSIBIICHHSI JIOIATKOBUX JIaHUX PO HeOe3-
IIEKHU, 3arpO3H, aTaku, 3acCO0M MPOTUJIl arakaM
PO3B’si3aHHs MpUKIaaHuX 3a1a4. i nani popmy-
I0ThCS 3 €TAIOHHHUX Ta PO3IIUPEHHX TEKCTOBUX
OIHUCIB, OTPUMAHUX Ha 0a3l 3alpONOHOBaHUX
CyNepedHOCTe!. 3aBAsgKU HapOIyBAHHIO J0]aT-
KOBHX E€TAJIOHHHX 00pa3iB 3arpo3, aTak, 3aco0iB
MPOTHIIT CTA€ MOXKJIMBUAM 3aI00IrTH aKTUBI3aIil
HOBHIX aTaK Ha PO3IMOJICHY 1H()OPMAIiiHy CHC-
TeMy.

Knrowoni cnoa: iHdopmarisi, Oe3neka, aHoMa-
JIist, aTaka, MOJICIb, MPUKIIAIHA 3a/1a49a, PO3MOIi-
JIeHa CHCTEeMa, CEMaHTHUKA.

VK 004.94

BuzHaveHHs CcTyneHsi ceMaHTH4YHOI moaidHocCTI 3
BUKOPHCTAHHSIM anapary JeCKpUNTHBHHUX JIOTIK /
O. B. 3axaposa

BcranoBneHHst cemaHTHYHOI MoziOHOCTI iH(Op-
Mallii € HeBiI’€EMOI0 CKJIaJI0BOIO IPOLECY BHUPI-



related to big data processing, discovery of se-
mantic web services, categorization and classifi-
cation of information, etc. The special functions
to determine quantitative indicators of degree of
semantic similarity of the information allow rank-
ing the found information on its semantic prox-
imity to the purpose or search request/template.
Forming such measures should take into account
many aspects from the meanings of the matched
concepts to the specifics of the business-task in
which it is done. Usually, to construct such si-
milarity functions, semantic approaches are com-
bined with structural ones, which provide syn-
tactic comparison of concepts descriptions. This
allows to do descriptions of the concepts more
detail, and the impact of syntactic matching can
be significantly reduced by using more expres-
sive descriptive logics to represent information
and by moving the focus to semantic properties.
Today, DL-ontologies are the most developed
tools for representing semantics, and the mecha-
nisms of reasoning of descriptive logics (DL)
provide the possibility of logical inference. Most
of the estimates presented in this paper are based
on basic DLs that support only the intersection
constructor, but the described approaches can be
applied to any DL that provides basic reasoning
services.

This article contains the analysis of existing ap-
proaches, models and measures based on descrip-
tive logics. Classification of the estimation meth-
ods both on the levels of defining similarity and
the matching types is proposed. The main atten-
tion is paid to establishing the similarity between
concepts (conceptual level models). The task of
establishing the value of similarity between in-
stances and between concept and instance con-
sists of finding the most specific concept for the
instance / instances and evaluating the similar-
ity between the concepts. The term of existen-
tial similarity is introduced. In this paper the
examples of applying certain types of measures
to evaluate the degree of semantic similarity of
notions and/or knowledge based on the geometry
ontology is demonstrated.

Key words: semantic similarity of information,
a value of similarity of concepts, least concept
subsumer, measures for similarity evaluating,
most specific concept, most specific is-a ancestor,
similarity function, similarity measure informa-
tion content, features-based similarity measure,
measure of distance between concepts, features-
based models, semantic-network based models,
information content based models, existential
concepts similarity, similarity between two in-
dividuals, similarity between concept and indi-
vidual, similarity between DL-descriptions of
concepts, GCS-similarity.

LIEHHs1 Oy/ib —IKMX 3a/1a4 1H(POPMALIHHOTO ITomTy-
Ky, B TOMY YMCJIi 3a/1a4, 110 IT0B’sI3aHi 3 00pOOKOI0
BEJIMKUX JIaHWX, BUSIBJICHHSIM CEMaHTHYHUX BeO
cepBiciB, kareropuzauii Ta xiacudikamii iHdop-
Marlii Tomro. BBeieHHs crieliaabHuX (PYyHKIIN U1
BU3HAYCHHS KUTHKICHUX MOKA3HUKIB CTYIICHS CE-
MaHTUYHOI BIIMOBIAHOCTI 1H(OpPMAILT T03BOJISI-
I0Th PaHXKyBaTH 3HaWCHY iH(pOpMaIlito 3a ii ce-
MaHTHUYHOIO OJTM3BKOCTIO JI0 11111 00 MOIIIYKOBOTO
3anuTy/madnony. dopMyBaHHs TaKUX OL[IHOK IO-
BHUHHO BPaxOBYBaTH 0arato acreKTiB Bijl CyTHOC-
Ti CaMHX IOHSATH, IO OL[IHIOKOTHECS, IO OCOOIIHU-
BocTel Oi3Hec-3a/1a4i, B MEXax BHPILICHHS SIKOT
e pobuthes. 3a3Buyail, mpu NoOyaoBi (GyHKIIH
MO/IIOHOCTI CEMAaHTUYHI MiJXOQH ITO€JIHYIOTHCS
31 CTPYKTYPHHMH, 110 3a0€3M1eUyI0Th CHHTAKCHY-
He TIOpIBHSIHHS ONUCIB KoHIENTiB. Lle nossossie
JIeTaTi3yBaTH ONKC KOHIICNTA, & BIUIUB CHUHTAK-
CHYHOI BIMOBITHOCTI MOXKHA 3HAYHO 3MCHIIIUTH,
BUKOPHCTOBYIOUH JUTS IPEJICTABICHHS 1H(pOpMarii
Oiiblr BupasHi JgeckpuntuBHi Joriku (JJI) Ta
LUIIXOM TepeHEeCeHHs (OKyCy Ha CEMaHTHUYHI
BiaactuBocTi. JIJI-oHTOMOrI, HA CHOTOMIHI, € Haii-
OLIBII PO3BMHEHUM 3acO00M IPEJICTABICHHS Ce-
MaHTHKH, a MeXaHi3Mu MipkyBanb JIJI 3a0e3me-
YYIOTh MOKJIMBICTh JIOTTYHOTO BHBOY. BiibIIicTh
HaBE/ICHNX Y POOOTI OLIIHOK Oy/1yIOThCSl Ha OCHOBI
6azoBux J1J1, 1110 miATPUMYIOTB JIUIIIE KOHCTYKTOP
MIEPETHHY, aJic OMUCAHI MiIXOIH MOXKYTh OyTH 3a-
cTocoBaHi [yt Oyab-skoi JIJ1, o 3abesmneuye Oa-
30Bi CEpBICH MiIpKyBaHb.

B po0oti npoBeieHMi aHaNI3 ICHYFOYHX ITiIXOIIB,
Moyiesielt Ta Mip OLIHFOBaHHS, 1110 3aCHOBaHI Ha 3a-
crocyBanHi arapary J1J1, 3anpornoHoBaHa ix Kiacu-
(ixartist sik 3a piBHEM BU3HAYEHHS MOIIOHOCTI, TaK
1 3a BHJAMU CITiBCTaBIICHHs. [0JI0BHA yBara mpu-
JISETBCS. BCTAHOBJIEHHIO IMOAIOHOCTI KOHIIEITIB.
3ajaui BCTAHOBJICHHS MOMIOHOCTI MiXK CK3EMILIsI-
PaMU/KOHIIENITOM Ta EK3eMIUIIPOM 3BOISTHCS 10
3HAXO/DKCHHSI HAMOUIBI CHel(iYHOro KOHIIeNTa
JUTSL EK3eMIUISIPA/CK3EeMILIIPIB Ta OLIHIOBAHHS I10-
IOHOCTI BiAIIOBIAHUX KOHLIENTIB. BBEIeHO MOHAT-
TS CK3ICTCHIIOHAIBHOT MOIOHOCTI Ta MPOJEMOH-
CTPOBAHO 3aCTOCYBAHHS IICBHHX BUJIIB OI[IHOK JIS
BU3HAUCHHSI CTYIICHSI ITOIIOHOCTI MMOHSTH/3HaHb HA
MIPUKJIAJI OHTOJIOT1] FEOMETPUYHHX TIOHSTb.

Kittouosi ciioBa: cemManTH4Ha MoAiOHICTH iH(OpMa-
1ii, HafiMeHIIIEe CIUTbHE MOKPHTTSI, OLIHKH BUMIpIO-
BaHHs NOMIOHOCTI, HAalOLIbII crielpIYHUNA KOH-
LeNT, HAWOUTbII crienu(ivYHNI NonepeHuK, QyHK-
i nomiOoHocTi, MoAiOHICTH 3a iH(pOpMaLIiHUM
3MICTOM, CEMAaHTHYHA ITOIOHICTE 3a BiJIOBIIHICTIO
03HaK, (DYHKIIis BIICTaHI NIUISIXY, MOJICITI OIliHFOBaH-
HS Ha OCHOBI BJIaCTHBOCTEH, MOJEINI OLIHIOBAHHSI
Ha OCHOBI CEMaHTHUYHOI MEpPeXi, MOJENI OLiHIO-
BaHHSI HAa OCHOBI 1H(OPMALIITHOTO KOHTEHTY, €K3ic-
TEHIIIOHAJIbHA TOMIOHICTh KOHIIENTIB, MOMIOHICTD
€K3eMIUBSIPIB, MOMIOHICTh KOHLIETITA Ta EK3eMILISIPa,
nioniouicTk J1J1 ormuciB, GCS-nomiOHICTS.
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Ontology-based semantic similarity to metada-
ta analysis in the information security domain /
A.Ya. Gladun, K.A. Khala

It is becoming clear with growing complication of
cybersecurity threats, that one of the most important
resources to combat cyberattacks is the processing
of large amounts of data in the cyber environment.
In order to process a huge amount of data and to
make decisions, there is a need to automate the tasks
of searching, selecting and interpreting Big Data to
solve operational information security problems.
Big data analytics is complemented by semantic
technology, can improve cybersecurity, and allows
you to process and interpret large amounts of infor-
mation in the cyber environment. Using of semantic
modeling methods in Big Data analytics is neces-
sary for the selection and combination of heteroge-
neous Big Data sources, recognition of the patterns
of network attacks and other cyber threats, which
must occur quickly to implement countermeasures.
Therefore to analyze Big Data metadata, the authors
propose pre-processing of metadata at the semantic
level. As analysis tools, it is proposed to create a
thesaurus of the problem based on the domain on-
tology, which should provide a terminological basis
for the integration of ontologies of different levels.
To build a thesaurus of the problem, it is proposed
to use the standards of open information resources,
dictionaries, encyclopedias. The development of
an ontology hierarchy formalizes the relationships
between data elements that will be used in future
for machine learning and artificial intelligence al-
gorithms to adapt to changes in the environment,
which in turn will increase the efficiency of big data
analytics for the cybersecurity domain.

Keywords: big data analytics, information secu-
rity, cyber security, ontology, thesaurus, unstruc-
tured data, metadata, semantic similarity.

UDC 517.958:57 +519.711.3 + 612.51.001

Specialized software for simulating the multiple con-
trol and modulations of human hemodynamics / Gry-
goryan R.D., Yurchak O.1., Degoda A.G., Lyudovyk T.V.

Most models of human hemodynamics describe
only a small part of physiological mechanisms that
directly or indirectly alter activities of the heart
pump and vascular tones. Therefore, a very nar-
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OunTonoriynmii mixxia g0 anaizy MeTajgaHux B JoMe-
Hi indopmaniiinoi 6e3mexu / A.S. Tnanyn, K.O. Xana

I3 3pocTaHHAM 1 YacTMM YCKJIaJHEHHSIM 3arpo3
KibepOesrekn, crae OYEeBHJHUM, IO OJHUM i3
HaWBKIIMBILINX PECYpCiB UIsi 6OpOTHOM 3 Kibe-
parakamu € 0OpOOJICHHSI BEJIMKOTO 00CSTY JaHUX
y kibepcepenosuii. s oOpoOieHHs Benuues-
HOI KUTBKOCTI JJAHUX Ta JUIsl IPUHHSTTS PillleHb
nocrae rnorpeda y aBroMarusaii 3ajad Mouryky,
Bizbopy Ta iHTepnperauii Benukux Jlanux mis
BUPIILICHHS OllepaTHBHUX 3a/a4 iH(opmMatiiHol
Oesneku. OpHAK TPamuIliiHI TEXHOJIOTII aHaIi-
Tukd Benukux JlaHuX MarTh 0OMEXEHI MOKITH-
BOCTI 1 TOTPeOYIOTh HOBOI'O MiJIXO/ly — 3aCTOCY-
BaHHS 3HaHb JUIsl KEPYBAHHS JKUTTEBUM LHKJIOM
Benukux [lanux. Axamitika Bemuknx Jlanux
JIOTIOBHEHA CEMAaHTUYHHMH TEXHOJIOTISIMU, MOXKE
MOKPAIIUTH KiOep3axucT, Ta JI03BOJIsIE 00poOIIs-
TH 1 IHTEpIpeTYBaTH BeJIMKi 00csry iHdopmarii B
kibepcepenosuii. st ananizy meranannx Benu-
kux JlaHuX aBTOpH IPOMOHYIOTH MOIEPE/HIO 00-
POOKy MeTafgaHuX Ha piBHI ceMaHTHKH. JleTaib-
HUI OITKC 3HAHb MPO IOMEH iH(opMariiiiHOT 6e3-
MIEKH MA€ 1€papXidHy CTPYKTYPY, sIKa CKIIaa€ThCsI
3 nekiibkox piBHIB. st moOymoBu Tesaypycy
3aj1a4l 3arporOHOBAHO BHKOPUCTATH CTaHIAPTH
BIAKpUTHX 1H(OPMALIIIHUX pECcypCiB, CIOBHUKH,
eHuuktonenii. Po3pobka iepapxii oHTOsI0TI# (hop-
MaJti3ye B3a€MO3B’SI3KM MDK €JIEMEHTaMH JIaHHX,
sIKi B Maiil0yTHbOMY Oy/yTh BUKOPUCTaHI Ul Ma-
LIMHHOTO HABYaHHS Ta aJTOPUTMIB LITYYHOTO iH-
TEJICKTY JUTS a[anTallii 10 3MiH y CePEIOBHIIII, 110
y CBOIO Yepry IiJBUINUTH €()CKTUBHICTH aHATITH-
KM BEJIMKHX JaHUX JJIsI IOMEHY KibepOe3meKu.

KirouoBi crtoBa: aHamiTHKA BETUKHX AAHHX, 1H-
¢dopmariiina Oe3mneka, KibepOe3mneka, OHTOJIOT I,
Te3aypyc, HECTPYKTYpOBaHi JaHi, METaIaHi.

VIK 517.958:57 +519.711.3 + 612.51.001

CruenianizoBane nporpamMse 3a0e3neyeHHs 1JIs1 MO-
JeJTIOBAHHSI MHO)KHHHOTO KEPYBAaHHSI Ta MOXYJISIINii
remonuHamiku moaunm / I'puropsu P.J1., FOpuak O.1.,
Jerona A.T"., Jlromosuk T.B.

BinpriicTe MojesIel reMOIMHaMIKK JIFOHY OITH-
CYIOTh JIMIIIE HE3HAYHy 4YacTHHY (izionoriuHux
MEXaHI3MiB, sIKi TIPSIMO YK OMOCEPEKOBAHO 3Mi-



row range of tasks related to cardiovascular physi-
ology can be solved using these models. To es-
sentially widen this range, special software based
on quantitative models of mechanisms providing
the overall control of circulation is created. In the
complex model, a multi-compartmental lumped
parametric model of hemodynamics, provided un-
der stable values of blood volume and cardiovas-
cular parameters, forms the core model. It consists
of two ventricles and 21 vascular compartments.
Additional dynamic models represent mechanisms
of mechanoreceptor reflexes, chemoreceptor re-
flexes, main effects of angiotensin-II, antidi uretic
hormone, vasopressin, adrenalin, and cardiac or
brain ischemia. The software has a physiologist-
oriented user interface. It provides the investigator
with multiple capabilities for simulating different
states of each included mechanism. The interface
also allows creating arbitrary combinations of
the chosen mechanisms. In particular, the chosen
model of these mechanisms is activated or deacti-
vated via the user interface. The activated model
modulates initial values of the core model. Special
opportunities have been created for simulating dif-
ferent hypotheses concerning the etiology of arte-
rial hypertension. Simulation results are presented
with graphs. The user interface documents each
simulation as a special file that can be saved for
later independent analysis. The software, created
in the frame of .NET technology, is an autono-
mous .EXE file for executing on PC. Software is
also a good computer program to be used for edu-
cational purposes for illustrating the main physi-
ological and certain pathological regularities to
medical students.

Key words: physiology, cardiovascular system,
acute and long-term control, model, simulator.

HIOIOTh JIISUTBHICTH CEpIIEBOIO HAacoca Ta CyIHH-
Huil ToHyc. OTxe, 3a JONOMOTOI0 LIUX Mojenel
MO)KHa BHUKOHATH JIMIIE Jy)Ke By3bKUH Jiara3oH
3aBJlaHb, 0B S3aHUX 13 CEPLEBO-CYIUHHOIO (i3i-
osorieto. 11100 icTOTHO PO3MIMPUTH LISk Jiara3oH,
CTBOPEHO CIielliaJIbHe NporpamMHe 3a0e3redeHHs,
3aCHOBAaHE Ha KITbKICHUX MOJENSIX MEXaHi3MiB,
o 3a0e3reyyroTh 3arajlbHAil KOHTPOJIb KPOBO-
00iry. YV KOMIUIEKCHIN MOJeNli OCHOBHA MOJICITh
(dbopmye OararokaMepHy MOJICTb T€MOJIMHAMIKH,
sIKa 3a0e3MevyeThesl NpH CTAOUIPHUX 3HAUYSHHSIX
00’€eMy KpOBI Ta CepLEBO-CYJMHHUX IapaMeTpiB.
L Mozenb cKiaaeThest 3 JBOX IUTYHOUKIB Ta 21
CYIMHHOTO Bimaity. JlomaTkoBi quHAMIYHI MOJEITI
IPEJICTABIISIIOTH MEXaHI3MU MEXaHOPELENITOPHUX
peduiekciB, xeMopeLenTopHuX peduiekciB, OCHO-
BHUX edeKTiB aHrioreHsuny-1l, anruaiypernato-
IO TOPMOHY, Ba30IPECHHY, a/IpeHaJiHy Ta imemii
cepit abo Mo3ky. [Iporpamue 3a0e3mnedeHHs opi-
€HTOBaHE Ha (i310JI0TiB Ta Ma€ KOPHCTYBAIbHHIb-
kuii inTepdeiic. Ile Hamae nocmimHMKy Oe3miu
MOXKJIMBOCTEH JJIsl MOJICITIOBAHHS PI3HUX CTaHIB
KOKHOTO BKJIFOUEHOTO MexaHi3my. [Hrepdeiic Ta-
KOX JI03BOJISIE CTBOPKOBATH JIOBUIbHI KOMOIHAIIT
o0paHuX MexaHi3MiB. 30Kkpema, oOpaHa MOZENb
LIUX MEXaHI3MIB aKTUBY€ETHCSI a00 JI€aKTHBYETHCS
4yepe3 KOPUCTYBaIbHUIIbKUN iHTepdeiic. AKTHBO-
BaHa MOJIEJIb MOJYJIIOE TIOYaTKOBI 3HaYeHHs Oa-
30Bo1 Mozeni. CrieniajibHi MOMKJIMBOCTI CTBOPEHI
JUTSL MOJISITIOBAHHSI PI3HUX TiIlOTE3, 1110 CTOCYIOTh-
cst eriosiorii apTepiasibHOi rineprensii. PesynsraTn
MOJISIIIOBaHHS npecTaBieHi rpadikamu. Kopuc-
TYBAJTHUIBKUN 1HTEp(EHC JTOKYMEHTYE KOXHE
MOJICJIIOBAHHS Y BUIVISIII CIIeliabHHOTO (haidiia,
SIKMF MOYKHA 30€perTH /ISl TOAAIBIIOr0 He3aIex-
Horo aHnaui3y. [Iporpamue 3abe3reueHHs, CTBO-
pere B pamkax texnonorii .NET, e aBroHoMHIM
¢aiinom .EXE nust 3amycky Ha nepcoHalIbHOMY
xomrt rorepi. Pozpobiene nporpamue 3abe3neyeH-
HS € TAKOK XOPOIIUM 3aCO00M IS 1JIFOCTPYBaHHS
CTyJICHTaM-MeJIMKaM OCHOBHHUX (hi310JIOTTYHUX Ta
TIEBHUX IaTOJIOTTYHUX 3aKOHOMIPHOCTEHA.

KitrouoBi ciioBa: (i3iosioris, ceprieBo-CyAHHHA
cUcTeMa, TOCTPUIl Ta TPUBAIUN KOHTPOJb, MO-
JIeITb, TPCHAKEDP.

UDC 681.3 VK 681.3

Extended performance accounting using Valgrind
tool / D.V. Rahozin, A.Yu. Doroshenko — P.

Po3mmpenuii anaJjii3 mBuAKoAil mporpam 3a 10noMo-
ror Valgrind / JI.B. Paro3in, A. 1O. Jlopomenxo - C.

Modern workloads, parallel or sequential, usu-
ally suffer from insufficient memory and com-
puting performance. Common trends to improve

CyuacHi napasesbHi a00 MMOCIiI0BHI ITPOrpamMu-
HaBaHTaxeHHs (workloads) 3Bu4aliHO MarOTh
O0OMEKEHHSI 3a IIBUIKOIIEO IMpolecopa adbo 3a
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workload performance include the utilizations of
complex functional units or coprocessors, which
are able not only to provide accelerated compu-
tations but also independently fetch data from
memory generating complex address patterns,
with or without support of control flow opera-
tions. Such coprocessors usually are not adopted
by optimizing compilers and should be utilized
by special application interfaces by hand. On the
other hand, memory bottlenecks may be avoided
with proper use of processor prefetch capabilities
which load necessary data ahead of actual utiliza-
tion time, and the prefetch is also adopted only
for simple cases making programmers to do it
usually by hand. As workloads are fast migrating
to embedded applications a problem raises how
to utilize all hardware capabilities for speeding
up workload at moderate efforts. This requires
precise analysis of memory access patterns at
program run time and marking hot spots where
the vast amount of memory accesses is issued.
Precise memory access model can be analyzed
via simulators, for example Valgrind, which is
capable to run really big workload, for example
neural network inference in reasonable time. But
simulators and hardware performance analyzers
fail to separate the full amount of memory ref-
erences and cache misses per particular modules
as it requires the analysis of program call graph.
We are extending Valgrind tool cache simulator,
which allows to account memory accesses per
software modules and render realistic distribution
of hot spot in a program. Additionally the analy-
sis of address sequences in the simulator allows
to recover array access patterns and propose ef-
fective prefetching schemes. Motivating samples
are provided to illustrate the use of Valgrind tool.

Keywords: workload, performance analysis, co-
processors, prefetch, computer system simulator.

UDC 517.9:621.325.5:621.382.049.77

Specific features of the use of artificial intelligence
in the development of the architecture of intelligent
fault-tolerant radar systems / M. Kosovets, L. Tovstenko

The problem of architecture development of
modern radar systems using artificial intelligence
technology is considered. The main difference
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MOTY)KHICTIO KaHaJIIB ram’siTi. Takoxk cydacHOIO
TEHJICHLIIEIO € 3aJIy4eHHS ClIIeliaii30BaHnX Co-
MPOIECOPIB ISl IMiJBUINCHHS MIBUAKOMIIT MPO-
rpaM-HaBaHTaKCHb, SIKI BUKOHYIOTH HE TIJIbKI
OOUMCIIeHHSI, ajle i JOCTYIl JI0 aM’sITi 31 cKiaj-
HOIO ajipecarttieto. Taki conpounecopyu NpaKTUIHO
HEMOJJIMBO BUKOPUCTATH 3a JIONIOMOTOI0 KOMITi-
JISITOpa, JIMIIE PYYHUM KOJYBaHHSM IIPOTPaMHU.
OOMexeHHS! 3a OTY)KHICTIO KaHaJTy Ham’sITi Ta-
KOXK MOXKE BHPILIYBaTHCS CKJIAaJHOI CHCTEMOIO
nepeABUOIPKU JaHUX 3 MaM’sITi y Kell-1lam’siTh
MPOIECOpa, aJie KOMITUISTOP TEK MOXKE ONTHMi-
3yBaTH NEpeIBUOIPKY JIMIIE y IIPOCTHX BUIAIAKAX
noOynoBu koxy. OCKIIBKM TpOrpaMu-HaBaHTa-
JKEHHsI JTy’K€ IIBUJKO MIrpyroTh y Oik BOyIOBa-
HUX OOYKCIIEHb, BUHUKAE MPOOJIeMa CIPOIIECHHS
BUKOPUCTaHHsI BOYZOBaHUX COIIPOLIECOPIB IS
migBUIIeHHs mBuAKoail. Ile moTpebye anamizy
MIOCJTIIOBHOCTEH JOCTYITy JI0 Mam’siTi Ta BU3Ha-
YEeHHsI By3bKUX MICIIb y KOJIi porpamu. TouHui
aHaJi3 JOCTYIy MOMJIMBHH 3a JONIOMOIOIO CH-
MyJISITOpiB, Hanpukiay Valgrind, sikuit 1o3Bossie
aHaJi3yBaTH BEJIMKI IpPOrpaMH-HaBaHTAKECHHS,
HalpHKJaJ, BUBLI y HeHpoMmepexax 1 3a aJek-
BarHUi yac. HasBHI cumyssitopu Ta 3acoOu aHa-
JIi3y HaBaHTaKEHHS MPOLIECOpa HE I03BOJISIOTH
KOPEKTHO BH3HAYaTH HAaBaHTAKEHHS y MPUB’SI311i
JI0 TIPOIPaMHUX KOMITOHEHTIB, OCKIJIBKH L€ T10-
TpeOye aHamizy rpady BHKIHUKIB y MpOrpami.
Tomy wmu posmmproemo cumynstop Valgrind
MOXKJIMBOCTSIMH aHaJIi3y MPUB’3KH JOCTYILY JIO
ram’siTi 10 KOHKPETHUX MPOTPaMHUX MOAYJIB i
BU3HAYEHHSIM YTOUYHEHUX BY3bKHX MICLb JIOCTY-
my 70 mam’sti. J{ogaTkoBo aHaii3 moCiiI0BHOCTI
aJipec JOCTYIy 10 TaM’sITi 03BOJISIE BU3HAYATH
1abJI0HM JIOCTYIY JI0 MacuBIB 1 PEKOMEH1yBaTH
BUKOPUCTAHHSI TEBHHUX aJTOPUTMIB IEpe/IBU-
OipKM JaHWX IO Keml-ram’siti. JlomarThes UTio-
CTPATUBHI NPUKIIQN BUKOPUCTAHHS CUMYJISITOpA
Valgrind.

KirouoBi  cioBa:  mporpama-HaBaHTaKEHHS,
aHai3 IIBHIKOAIl, COMpPOIECOp, MHepeaBHOip-
Ka JIaHuX 3 TaM’sTi, CAMYJISATOP KOMII FOTEPHOT
CHCTEMH.
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Oco0.1MBOCTi BUKOPHCTAHHS IITYYHOIO IHTEJIEKTYy
NpH po3podui apXiTeKTypH iHTeJIeKTyaJIbHUX BiIMo-
BOCTIliKHX paaionokauniiinux cucrem / M. Kocoseyw,
JI. Toscmenxo

Po3risiHyTOo 1IpO0OIEMYy pO3pOOKH apXiTeKTypH
Cy4YaCHHUX KOTHITUBHHX PaJiOJOKAI[ITHUX CHC-



is the use of a neural network in the form of a
set of heterogeneous neuromultimicroprocessor
modules, which are rebuilt in the process of solv-
ing the problem systematically in real time by the
means of the operating system. This architecture
promotes the implementation of cognitive tech-
nologies that take into account the requirements
for the purpose, the influence of external and in-
ternal factors. The concept of resource in general
and abstract resource of reliability in particular
and its role in designing a neuromultimicropro-
cessor with fault tolerance properties is intro-
duced. The variation of the ratio of performance
and reliability of a fault-tolerant neuromultimi-
croprocessor of real time with a shortage of re-
liability resources at the system level by means
of the operating system is shown, dynamically
changing the architectural appearance of the
system with structural redundancy, using fault-
tolerant technologies and dependable computing.

Keywords: neuromultimicroprocessor, prob-
ability of trouble-free operation, initialization,
resource, interface, modularity, supervisor, mul-
tiprogramming, reconfiguration system, access
method.
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Intonation expressiveness of the text at program
sounding / V. L. Shevchenko, Y. S. Lazorenko,
O. M. Borovska

As the amount of media content increases, there
is a need for its automated sounding with the most
accessible built-in and mobile means. The factors
influencing the formation of different intonations
were analyzed in the article, the dependences
of the change of sound characteristics in accor-
dance with the intonations were mathematically
described. In the course of the study, the numeri-
cal analysis of sentences was improved using the
moving average method for smoothing audio
recording, approximation lines for approximate
generalization of emotions as mathematical func-
tions, and Fourier transform for volume control.
The obtained dependences allow to synthesize
the necessary intonations according to the punc-
tuation of the sentence, the presence of emotion-
ally colored vocabulary and psycho-emotional
mood of the speaker when reading such a text.

TEM Yy BHIVISIJI HAaOOpy TETEpPOreHHUX HeHpo-
MYJIBTU-MIKPOIIPOLIECOPHUX MOAYJIB 3 BHKO-
PHUCTaHHSM TEXHOJIOTIH MITYYHOTO IHTEJEKTYy Ta
ypaxyBaHHSIM BHMOT IO NPHU3HAYECHHIO, BIUIMBY
30BHILIHIX Ta BHYTPIHIX (akTopiB. OnTrMaib-
HUM BUOIp apxiTekTypu 3abe3nedyerscs i Max-
CHUMAJIbHUM HaOJIMDKEHHSIM JI0 KJIacy 3aj1ad, 10
BUPILIYIOTECS B paiiojoKalii 1 mpeacTaBieHi y
BUIVISIZII MTOCIIZOBHOCTI OaraTOBUMIpHUX MAacCH-
BiB YHCes, [0 MOCTIHHO 3MIHIOIOTHCS 3 YaCOM
BiJl IOTOKOBUX JaT4MKiB. BBeaeHo moHATTS ab-
CTPaKTHOTO Pecypcy HaAiHHOCTI, Ta HOro poJib Yy
MIPOEKTYBaHHI HEHPOMYIBTUMIKpOIIpoIiecopa 3
BJIACTMBOCTSIMHM BiIMOBOCTiiKOCTI. [ToKa3aHo 3a-
JISKHICTh HAJIMHOCTI BiJl CIIBBIIHOLICHHS TPO-
JYKTHBHOCTI Ta HaJiHHOCTI HEHPOHHOI Mepexi
pu aedinuTi pecypey HamiiHOCTI, sika nepeody-
JIOBYETBCSI B ITPOLIECi BUPIILICHHS 3a/1a4 pajlioso-
Kallil B peXXnMi pealbHOTro yacy Ha CUCTEMHOMY
piBHI 3acobamu onepauiitHol cuCTeMH, sIKa JIHa-
MIYHO 3MIHIOE apXiTEKTypHHI OOMNIK CHCTEMH 3i
CTPYKTYPHOIO HaJIMIPHICTIO, BiJIMOBOCTIHKICTIO
Ta rapaHTO3/1laTHUMU OOYHCIICHHSIMU B PEaJIbHO-
My Maciitabi Jacy.

KitrouoBi ciioBa: HEHPOMYJIBTUMIKPOIPOIIECOD,
HMOBIpHICTH Oe3rnepebiiiHol poboTH, iHimiai3a-
isi, pecypc, iHTepdenc, MOAYIbHICTh, CYNepBi-
30p, MYJIBTHIIPOIPaMyBaHHS, CHCTEMa PEKOHi-
rypaiiii, METOJ] TOCTYITY.

V]IK 004.04:004.942

InToHaniiina BUpa3HiCTB TEeKCTy NPH HPOrPaMHO-
My o3ByuyBaHHi / B. JI. Illeruenko, f. C. Jlazopenko,
O. M. Boposceka

I3 30inbLICHHSM OOCSTIB Me/lia-KOHTEHTY BHHU-
Kae 1morpeda B Horo aBroMmaru3oBaHii o0poOIi,
30KpeMa 03BY4YYBaHHI, 3a JOMOMOIOK HAHOIIbII
JOCTYIHUX BOYIOBaHUX Ta MOOUIBHHX 3aCO0IB.
Tomy Oyiio mpoanasnizoBaHo (HaKTOpPH, IO BILIH-
BalOTh Ha ()OPMyBaHHs PI3HUX IHTOHALH, Mare-
MaTUYHO OIMCAHO 3aJEKHOCTI 3MIHM 3BYKOBHX
XapaKTePUCTHUK BIIMOBIIHO 10 iHTOHAIH. Y X0/i
po0OTH YHCEeNbHUI aHalli3 pedeHb OyJo YI0CKO-
HaJICHO 32 JIONIOMOTOI0 METO/ly KOB3HOTO Cepel-
HBOTO JUISl 3IIAJUKYBAaHHS aydio 3amucy, JIiHIH
arnpokcuMaii aisi HaOJIM)KEHOTO y3arajibHEHHs
eMOIli{ sIK MaTeMaTHYHUX (QyHKIIH Ta nepeTBo-
pennst Dyp’e [uisi peryinioBaHHS BHCOTH 3BYKY.
OtpuMaHi 3aJI€)KHOCTI JIO3BOJISIFOTH CUHTE3yBaTH
MOTPiOHI 1HTOHAIT BIAMOBITHO IO MYHKTYyAaIil
pEYCHHS, HassBHOCTI B HHOMY €MOIIIHO 3a0apB-
JICHOT JICKCHKH Ta ICHUXOEMOIIHOTO HAaCTPOIO
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As a result of our study, software for emotional
sounding of texts was developed, which pro-
vides the perception of audio information easier,
clearer and more comfortable based on the use of
built-in processors of mobile devices.

Key words: text analysis, sound characteristics,
intonation expressiveness.

UDC 004.04:004.942

Algorithm and software for determining a musical
genre by lyrics to create a song hit / A.A. Triantafillu,
M.A. Mateshko, V.L. Shevchenko, I.P. Sinitsyn
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One of the needs of music business is a quick clas-
sification of the song genre by means of widely
available tools (such as built-in smartphone pro-
cessors). This work focuses on improving the
accuracy of the song genre determination based
on its lyrics through the development of software
that uses new factors, namely the rhythm of the
text and its morpho-syntactic structure. In the re-
search Bayes Classifier and Logistic Regression
were used to classify song genres, a systematic
approach and principles of invention theory were
used to summarize and analyze the results. Pro-
grams were written on Python programming lan-
guage. New features were proposed in the work
to improve the accuracy of the classification,
namely the features to indicate rhythm and parts
of speech in the song.

Keywords: genre, rhythm, song, text, classifica-
tion.

MOBISl TIPH TIPOYMTaHHI TOAiOHOTO Tekcty. B
pe3ynbrari BUKOHaHHs poOoTH Oyino pospobite-
HO TIpOrpaMHe 3a0e3NeueHHsl Ul eMOLIHHOro
03By4YyBaHHs TEKCTIB, SIKE POOHTH CHPHUIHSAT-
Ts aymaio-iHpopMallii JermuM, 3pO3yMUTIIIUM 1
01 KOM(OPTHUM, Ha OCHOBI BHUKOPHCTAHHS
BOY/IOBaHHX ITPOIIECOPIB MOOUIEHUX ITPUCTPOIB.

KitrouoBi ciioBa: aHaji3 TEKCTY, 3BYKOBI XapaKkTe-
PHCTHKH, IHTOHAIIiHA BUPA3HICTB.

V]IK 004.04:004.942

AJITOPUTM Ta NporpaMHe 3a0e34eHH 1JIsl BU3HAYECH-
Hfl AKAHPY MiCHi 321719 CTBOPEHHSI MY3H4YHOro Xita /
A. A. Tpianradimry, M. A. Mareuko, B. JI. IlleByenko,
I. I1. Cinitmn

B XXI croxnitTi My3uKa — 11e Ayske MpruOyTKOBHUM
0i3HecC sIK JUISl CTPUMIHTOBHX CEpBICIB, 110 MPO-
MIOHYIOTh MY3UKY KOPHCTYBady, TaK 1 JJIsl aBTOPIB
IiCeHB, [0 HAMAraroThCs MPOJATH CBOI TEKCTH.
OpnHiero 3 moTped 1bOro Oi3HeCy € BU3HAYCHHS
KaHpy MaiOyTHBOT a00 BXKe i1CHYI0UOT IMiCHI, 100
BUTITHO TIPOJIATH ii 3aMOBHUKY, a00 3aIlpOIOHY-
BaTH 3alliKaBJIeHOMY KopHucTyBauy. [IpakTrka Bu-
Marae Bce OUIbIIOT 1 OLIBIIOT TOYHOCTI, aJie iCHY-
FOY1 TIPAKTHYHI MiJIXOX HE CIIPOMOKHI 11 HaJlaTH,
OCKUIBKM METO/IM Kiacudikawii miceHs 3a jKaH-
POM HEJOCTaTHHO PO3BUHYTI HA TEOPETHYHOMY
piBHi. Lls pobota 30cepemkeHa Ha IiIBUIICHHI
TOYHOCTI BU3HAYEHHS XKaHPY MicHI 3a 11 TeKcToM
LIUISIXOM PO3POOKHU MPOrpaMHOro 3abe3neyeHHs,
10 BUKOPUCTOBY€E HOBI (haKTOpH, a came PUTM
TEKCTY Ta H0ro MOp(O-CHHTAKCHUYHY CTPYKTYPY.
VY nocinimKeHHI BUKOPHCTOBYBAJIUCS KilacH(pika-
top baiieca Ta yiorictuuna perpecist 1uisi Kjlacu-
¢ikauii )kaHpiB 1MiceH, CUCTEMAaTHYHUH MIX1J Ta
MIPUHIMOK TEeOpil BUHAXIJHUIITBA JJIS y3aralb-
HEeHHs Ta aHali3y pesyibrari. [Iporpamu Oynu
HamucaHi Ha MoBi nporpamyBanHs Python. VY
poOoTi OyII0 3apONOHOBAHO HOBI METPHUKH IS
MiJBUILIEHHS TOYHOCTI Kiacuikaiii, a came me-
TPHUKH Ha MO3HAYECHHS PUTMY TEKCTY Ta KiJIbKOC-
Ti pi3HUX YAaCTUH MOBH B IICHI.

Knro4oBi ciioBa: yaHp, pUTM, TICHS, TEKCT, KJla-
cudikaris.



10O YBAI'M ABTOPIB!

VY xypHani «[Ipobmemu mporpamMmyBaHHs» ITyOTIKYIOTHCSI HAYKOBI MaTepialii, K1 paHilie He
myOIiKyBaJuCs B IHIIMX BHJIAQHHSIX.

Moga cTarTi: ykpaiHCchKa, aHTmiichka. * O0csr crarTi - Bij 6 1016 cTtopinok popmary A4.

JlokymeHT 30epiraersest y popmari doc abo docx. Im’st moaeThest TpaHCHITEpaLi€to, SIK MpPi3-
BHIIE aBTOpa (aBTOPiB), Hanpukiay, “Petrenko.doc”.

ABTOpPH MOXYTbh KOPHCTYBATHCS €JIEKTPOHHOIO IOINTOI 1 TAaKOXK TejedakcoM Ui JI0BOI
MEePENUCKU Ta Tepenavi J0 PeAaKilii TeKCTy CTaTTi Ta MpaBKU MpH Kopektypi. E-mail pempakiii:
alengoro@isofts.kiev.ua. FAX: +380 (44) 526 6263, Tenedon: +380 (96) 418 3082.

1. OdopmirenHst paiiiry 3 TEKCTOM CTATTI.

[Tpu migroroBui ¢aiay BUKOPUCTOBYIOTHCS: CTHJIb HOPMaJbHUM (3BUYaliHMi) abo normal;
uwpudT Times New Roman, po3mip mpudra 12 nt.; mikpsakoBuii intepsan — 1,0; ab3annuii Bia-
ctyn -1,25 cM; BUpIBHIOBAaHHS — IO MIMPHUHI. Y TEKCTI HE JOMYCKA€THCS BUPIBHIOBAHHS MPOIYC-
KaMH; pO3CTaHOBKA MEpPEHOCiB — aBTomaruuHa. @opmat namnepy A4, po3mipH MOIiB JOKyMEHTa —
20 mm. TekcT crarti micias aHoTarii Mae OyTa ohOpMIIEHUN Y 2 KOJIOHKH, ITMpHHA SKUX — 7,86 cM,
a mpo6in Mix HUMH — 1,27 cm.

2. IHocaigoBHicTh po3MilleHHS Ta 0(popMIICHHS MaTepiaay cTaTTi.

YJIK: innexc 3a yHIBepCcaIbHOIO ACCATKOBOIO KiacH(Dikalli€ero.

Aeémopu: 1HILIAIN Ta TIPI3BUIIA ABTOPIB, KypPCHUB (CBITIINA).

3azonoeok 1 (Ha3Ba cTarTi): HE MICTUTH abpeBiaTyp Ta CTPOTO BiANOBiJA€ 3MICTY CTaTTi.
[pudt 15 0T, HaMIBKUPHUH, PETICTP BEPXHIi.

Anomauia (moBoro crarti): 50-100 ciB, He MICTUTH adpeBiaTyp, 3pO3yMIUTUX 13 3MICTY CTaT-
Ti. Ipudt 10 0T, 3BHUaitHUii.

Knrwouoegi cnoea (moBow crarti): He O6inbmiel0 ciiB, He MiCTUTH abpeBiaTyp, 3pO3yMi-
WX 13 3MICTYy CTaTTi, MOJAIOTHCS B HA3MBHOMY BiJIMiHKY, po3aiieni komamu. Hlpudt 10 mT,
3BUYANHUIM.

3azonosok 2 (Ha3Ba po3niny): wpudt 14 0T, HaniBxUpHUIA; a03all 13 LEHTPaTbHUM BUPIBHIO-
BaHHSM, 0€3 MEePEeHOCIB. 3ar0JI0BKH HWKYOTO PiBHA (ITyHKTH 1 T.II.) Y CAMOCTIHHMM ab3a1] He BUIIIA-
I0ThCS 1 IPOXOAATH MEPIIMM PEUEHHSIM TEKCTOBOro ad3aity, mpudt 12 0T, HamiBKUPHUH.

Ocnosnuii mekcm cmammi Mae Taki HeOOXiTHI €JIEMEHTH:

MIOCTaHOBKA MPOOJIEMH B 3arajibHOMY BUIVIAI 1 11 3B’ 30K 3 BaXJINBUMHU HAyKOBUMH a00 Mpak-
TUYHUMH 3aBIaHHSAMU;

aHaJi3 OCTaHHIX JTOCIIKEHb 1 MyOumiKalii, y SIKUX po3IoYaTo pillleHHs JaHoi MpoOIemMH i Ha
SK1 CIIUPAETHCS aBTOP, BUAIJICHHS HEBUPILICHUX paHillle YaCTUH 3arajibHOl MpoOieMH, SIKUM MpH-
CBSIUY€ThCS JIaHA CTATTH;

(dhopmyIroBaHHS 1IJIEH CTATTl (ITOCTAHOBKA 3a]1a41);

BUKJIaJl OCHOBHOTO MaTepiayly JOCIiPKeHHS 3 TIOBHUM OOIPYHTYBAaHHSIM OTPHMAaHUX HayKoO-
BUX pE3yJbTaTiB;

BHUCHOBKH 3 JAHOTO JAOCIIIKEHHS 1 IepCIEeKTUBU MOJANIBIINX PO3POOOK y TaHOMY HalpsMKY;

moJisiKa (3a HasIBHOCTI TaKoi).

@opmynu cTBOPIOIOTHCS B penakropi Microsoft Equation 3.0 abo MathType. ®opmyinu,
Ha SIK1 € TOCWJIAaHHS B TEKCTi, IOBUHHI MaTU HACKpi3Hy HyMepaiiro. Homep dopmynu npykyeTh-
cs B KPYIJIUX JIy)KKaxX Ol Kpato mpaBoro mnoJjsi. Po3mip ocHoBHOTO mipudTy peaakropa hbopmy
— 12 nr. Po3Mmipu cumBoIiB y ¢opMynax: 3BUUaiiHuil — 12 0T, BeAUKUN iHAeKC — 9 0T, ApiOHMIHA
1HJIeKC — 7 TT, BeNUKui cuMBoa — 18 0T, npiOumii cumBon — 11nT. He qomyckaerbcst macmrady-
BaHHS (POpMyNIbHUX 00 €KTIB.

Pucynku marots 0yTu cTBOpeHi BOynoBanuM penaktopom Word Picture abo excrioproBani 3
npukiaaaHux nporpam Windows y rpadiunux gopmarax (bmp, pex, gif, jpg ado tif). Pucynku pos-
TaIOBYIOTHCS 1O TIeHTPY. HyMepartis puCcyHKIB 31HCHIOETHCS BIATIOBIIHO 10 TIOPSIKY 3ralyBaHHs y
TekcTi. HymepoBaHi mignucu po3MillyroThCs ITiJT pUCYHKOM 3 TIO3HaueHHsIM «Puc. », 1aii BKa3yeTbes
HOMEp PHUCYHKA 1 TEKCT MiJIMHUCY.




Taénuyi maroTs OyTH TIATOTOBJIEH] cTaHAapTHUM BOynoBaHuM B Word iHcTpymMeHTapiem “Ta-
Omuus”. Tabmuii HyMepyroThes 3a MOpsIKOM 3raayBaHHa. Ha HoMmep TalGnuii moBUHHO OyTH MOCH-
JaHHA B TeKCTi. HoMep Tabmuili BKa3y€eThesi B OKPEMOMY PSJIKY 3 BUPIBHIOBAHHSM T10 TIPaBiii CTOPOHI
(manpuknan, «Tabmung 1»). HasBu Tabnuib po3MilIyroThes Haa TAaOIHICIO 3 BUPIBHIOBAHHSAM T10
HeHTpy. MiHiManbHU# po3mip mpudTy B Tadbauugx — 11 or.

Jimepamypa: nymepoBanuii criucok mpxepen 3rigHo JACTY 8302:2015 Bix 01.07.2016 p.,
mpudt 11 o, BiacTym: cneuianbHui, HaBucaui, 0,63 cm. Jlxepena 3 3arojgoBKamMH Ha JIATMHHULI
HaBOIATHCs Oe3 mepeknaay. [Him jpkepena monaThest MOBOKO opurinaty. [Ipuknaan odpopmiaeHHs
610miorpadiuHuX nocuiaHb 3rigfHo 3 BUMoramu Harvard Style HaBeneHi B 6aratbox myOiKarisx,
Hanpukiaz: http://www.staffs.ac.uk/assets/harvard_referencing_examples_tcm44-39847.pdf

/Jlani npo agmopis: maroth nounHaTHCA psiikoM “TIpo aBTopiB:”, HamiBKUpHUH Kypcus. Jami
BKa3ylOTbCs JUIs KoxkHOTO 3 aBTopiB I11b moBHiCcTIO, HayKoBe 3BaHHS, 1OCaa, apeca, KUIbKICTb ITy-
OJikariii B yKpaiHChKMX BHIAHHX (TPUOIU3HA), KUIBKICTh MyOJIiKaIii B 3apyO01KHUX 1HICKCOBAaHUX
BUJAHHAX (mpubnu3Ha), iHAekc Xipmia (3a HasBHOCTI), 060B’s13k0B0 HoMep ORCID (caiit ORCID
http://orcid.org/).

Jlani npo micuye pooomu agmopie: TIOYMHAIOTHCA psiiKoM “Miciie poOoTH aBTOpIB:”, Ha-
MIBXUPHUN KypcuB. Jlami BKa3zyroThCsl Miclie poOOTH, aapeca, TeneoH, gakc, eJeKTpOHHA MONITa,
KOHTAKTHHI TeIEe(OH.

3. Opopmaenns ¢aiiay 3 aHoTalliAMH.

daiin 3 aHOTAIISIMU MICTUTh 1HGOPMAIIiI0 TBOMAa MOBAaMHU — aHTJIIMCHKOIO 1 YKPaiHCHKOIO
Ta Mae Oytu odopmienuii y n8i komonku: YK (mpudt — 8 nr); HazBa crarti (mupudt — 12 or,
HaMIBXUPHUI); Ipi3BUIIA Ta iHINIaau aBTOPiB (mpudt — 12 1T); TEKCT aHOTalLlii, KJIOYOB1 CIOBa
(mpudTt — 10 nT).

Bumoru 10 anotanii anmiicbkoro MoBoto: oocsr Bia 100 go 250 ciiB, iHGOpMaTUBHICTh, OpU-
THAJTBHICTD (HE € KaJIbKOI YKPaiHChKOI aHOTaIli1), 3MICTOBHICTD (Bi00pa)ka€ OCHOBHUHN 3MICT CTaTTi
1 pe3ysbTaTy AOCIIJKEHb), CTPYKTYPOBaHICTb (JIOTPUMYETHCS JIOTIKH OMMCY PE3YJIbTATIB Y CTATTi).

JoxymenT 30epiraetbes y opmari doc abo docx. Im'st mogaeTbest TpaHCIiTepali€eto, K mpi3-
BHUIIIE aBTOpa (aBTOpiB), HampuKiaz, “Petrenko Annot.doc”.

*16.07.2020 p. HaOyau YMHHOCTI TOJIO’KeHHS 3akoHy Ykpainu «IIpo 3abe3neueHHs QyHKIII-
OHYBaHHS YKpaiHCBbKOT MOBH sIK JepxaBHoi». BinnmosigHo no crarti 22 «J/lep:xaBHa MoBa y cepi
HayKW» y HAyKOBUX BUJAHHAX HE MOBMHHO OyTH BMIIIIEHO MaTepiajiB iHIIMMU MOBaMH, OKpiM Jep-
’KaBHOI, aHTIiHCchKOT Ta MOB €C.

[Tpumitka: ITignucHuit inaekc xypHany «IIpob6remu nporpamyBanasy — 90853.
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