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В.І. Шинкаренко, А.А. Жадан

РЕАЛІЗАЦІЯ ПРОЦЕСУ ВІДНОВЛЕННЯ 
КОНСТРУКТИВНО-ПРОДУКЦІЙНИХ МОДЕЛЕЙ

ФРАКТАЛЬНИХ ЧАСОВИХ РЯДІВ

Представлений метод відновлення конструктивних моделей для наперед заданих фрактальних часових 
рядів. У цій роботі узагальнено підхід до реалізації програмної системи, що забезпечує ефективну авто-
матизацію з урахуванням особливостей роботи з модельними рядами різної природи – як детермінова-
ними, так і стохастичними. Було проаналізовано два основні підходи до реалізації системи на основі 
генетичного алгоритму: монолітний та мультиагентний. Враховуючи складнощі обчислення показників 
життєздатності хромосом у роботі зі стохастичними рядами, було ухвалено рішення розділити окремі 
елементи генетичного алгоритму – зокрема, кросовер і мутацію – від етапу селекції шляхом впрова-
дження підпопуляцій. Це дозволило здійснювати розподілене обчислення показників фітнесу хромосом. 
Запроваджене рішення уможливило незалежне масштабування різних елементів процесу відновлення, 
що підвищило загальну ефективність системи. Для забезпечення узгодженої взаємодії між елементами 
було розглянуто різні типи комунікацій, серед яких найбільш ефективним виявився асинхронний підхід. 
Були впроваджені механізми для оптимізації взаємодії між обчислювальними сутностями, а також вуз-
ловий патерн для реалізації операцій кросоверу та мутації. Такий підхід дозволив усунути проблеми, 
пов’язані з обробкою стохастичних часових рядів, і забезпечив можливість контрольованого та ефекти-
вного горизонтального масштабування процесу відновлення конструктивних моделей.
Ключові слова: програмна інженерія, конструктивно-продукційне моделювання, інформаційні техноло-
гії, фрактали, фрактальні часові ряди, генетичний алгоритм, L-система, хмарні обчислення.

V. I. Shynkarenko, A. A. Zhadan

IMPLEMENTATION OF THE RECONSTRUCTION PROCESS 
FOR CONSTRUCTIVE-SYNTHESIZING MODELS 

OF FRACTAL TIME SERIES
The presented method focuses on reconstructing constructive models for predefined fractal time series. This 
work generalizes the approach to implementing the software system that ensures effective automation while 
considering the specifics of working with model series of various natures – both deterministic and stochastic. 
Two main approaches to system implementation based on a genetic algorithm were analyzed: the monolithic and 
the multi-agent. Considering the complexity of calculating chromosome viability indicators when working with 
stochastic series, it was decided to separate certain elements of the genetic algorithm – specifically, crossover 
and mutation – from the selection stage by introducing subpopulations. This made it possible to perform distrib-
uted computation of chromosome fitness indicators. The introduced solution enabled independent scaling of 
various elements of the reconstruction process, which increased the overall efficiency of the system. To ensure 
consistent interaction between elements, different types of communication were considered, among which the 
asynchronous approach proved to be the most effective. Mechanisms were implemented to optimize interaction 
between computational entities, as well as a node pattern for implementing crossover and mutation operations.
This approach made it possible to eliminate problems associated with processing stochastic time series and en-
sure controlled and efficient horizontal scaling of the process of reconstructing constructive models.
Key words: software, constrictive-synthesizing modeling, information technologies, fractals, fractal time series, 
genetic algorithm, L-system, cloud computing.

Вступ

Часовий ряд є одним із найпошире-
ніших способів представлення зміни станів 
складної системи, що забезпечує можли-
вість формального опису динаміки проце-
сів та їхнього розвитку упродовж 

визначеного проміжку часу для подаль-
шого аналізу закономірностей їх наступних
змін. За своєю суттю часовий ряд являє со-
бою впорядковану послідовність числових 
значень, кожне з яких відповідає певному 
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моменту або інтервалу часу. Аналіз послі-
довностей дозволяє виявляти внутрішні за-
кономірності та тенденції, що визначають 
поведінку системи [1].

Формалізація часових рядів умож-
ливлює застосування до них широкого спе-
ктру математичних і статистичних методів, 
спрямованих на встановлення зв’язків між 
попередніми та поточними значеннями 
ряду. Виявлення таких залежностей дозво-
ляє визначити математичну модель, яка 
описує структуру процесу та може бути ви-
користана для подальшого аналізу, прогно-
зування або керування системою [2]. 
Застосування подібних моделей є одним із 
ключових етапів дослідження складних 
процесів у різних галузях – від економіки та 
фінансів до технічних систем, екологічного 
моніторингу тощо [3, 4].

Розв’язання задач, пов’язаних із мо-
делюванням часових рядів, може здійсню-
ватися за допомогою широкого спектра 
підходів – як класичних математичних, так 
і сучасних методів штучного інтелекту. 
Класичні підходи включають, зокрема, лі-
нійні моделі авторегресії [5], моделі ковз-
ного середнього [6], комбіновані моделі 
ARIMA [7], сезонні моделі SARIMA [8], 
тощо. Ці методи ґрунтуються на припу-
щенні про стаціонарність процесу та лі-
нійну залежність між послідовними 
спостереженнями.

Методи штучного інтелекту, зок-
рема, нейронні мережі, дозволяють розгля-
дати складні нелінійні залежності, 
адаптуватися до змін середовища та ефек-
тивно працювати з рядами різного похо-
дження [9].

В основу будь-якої моделі покла-
дено гіпотезу про характер зв’язку між по-
слідовними значеннями часового ряду. Цей 
зв’язок може бути лінійним або нелінійним. 

Нелінійні залежності є більш поши-
реними та враховують широкий спектр вза-
ємодій між змінними, зокрема, ефекти 
затримки, хаотичну поведінку та фракта-
льні властивості [10], що сприяє їх викори-
станню для дослідження природних або 
техногенних процесів.

Конструктивно-продукційне моде-
лювання [12] є новим підходом форму-
вання модельних фрактальних часових 

рядів [13]. Такі моделі передбачають вико-
ристання породжувальної L-системи [14],
яка визначає правила розгортки процесу 𝑝𝑝,
та початкового набору математичних пара-
метрів, таких як дисперсія 𝐷𝐷 та математи-
чне очікування наступного значення ряду
 𝑉𝑉𝑓𝑓 та його зміни 𝑑𝑑𝑉𝑉𝑓𝑓. У процесі інтерпрета-
ції фінальної розгортки системи значення 
відповідних параметрів змінюються згідно 
із заданими правилами, що забезпечує гну-
чке формування динамічної структури 
ряду. Самоподібність досягається на основі 
ітеративної розгортки L-системи шляхом 
поетапного заміщення символів лівої час-
тини правил правою на кожній ітерації.

Залежно від набору терміналів і ма-
тематичних параметрів можливо здійсню-
вати моделювання як детермінованих 
(рис. 1), так і стохастичних (рис. 2) часових 
рядів. Зокрема, на основі однієї конструк-
тивної моделі стохастичного часового ряду 
може бути згенерована множина рядів різ-
ної форми через варіювання значень, отри-
маних за допомогою генерації точок 
відповідно до закону нормального розпо-
ділу з урахуванням дисперсії (рис. 3). Такий 
підхід дозволяє відтворювати широкий 
спектр поведінкових сценаріїв системи, що 
підвищує точність та адаптивність моделі.

Окрім зазначеного напряму була та-
кож розглянута обернена задача – визна-
чення конструктивної моделі на основі 
наданого часового ряду. Даний процес пе-
редбачає ітераційний підбір параметрів і 
структурних елементів моделі з метою 
отримання ряду, який би максимально від-

Рис. 1. Детермінований модельний ряд. Визначна 
частина моделі:

{ 𝑝𝑝: 𝑓𝑓 → +𝑓𝑓𝑓𝑓 + 𝑓𝑓 − 𝑓𝑓−,  𝑉𝑉𝑓𝑓  =  35, 𝑑𝑑𝑉𝑉𝑓𝑓  =  10}
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творював наданий часовий ряд. Були розг-
лянуті підходи до роботи як з детермінова-
ними, так й зі стохастичними часовими 
рядами з використанням генетичного алго-
ритму як базису процесу із впровадженням 
необхідних модифікацій.

Зважаючи на складність визначе-
ного підходу відновлення, окремою зада-
чею було визначення та розробка 
ефективної реалізації програмного додатку 
для автоматизації процесу випробувань та 
подальшого впровадження зазначеного ме-
тоду.

Не зважаючи на поверхневу визна-
ченість та вичерпність функціональних ви-
мог, окремі елементи потребували 
ухвалення нетривіальних рішень на рівні 
імплементації програмного додатку.

Методологія процесу відновлення 
моделі ряду

Відповідно до визначеної методоло-
гії та на основі базових сутностей констру-

ктивно-продукційного моделювання були 
визначені складові конструктори в межах 
загального композитного конструктора 𝐶𝐶𝑀𝑀
[15]:

 𝐶𝐶𝑀𝑀𝑀𝑀 – формує фрактальну мультиси-
мвольну послідовність як у L-систе-
мах;

 𝐶𝐶𝑇𝑇𝑇𝑇 – перетворює вищезазначену си-
мвольну послідовність у фракталь-
ний часовий ряд відповідно до
параметрів  𝑉𝑉𝑓𝑓, 𝑑𝑑𝑉𝑉𝑓𝑓, 𝐷𝐷;

 𝐶𝐶𝑅𝑅𝑅𝑅 – відновлює похідну модель на-
даного часового ряду.
Відповідно до поставлених цілей,

були визначені два можливі режими вико-
нання композитного конструктора 𝐶𝐶𝑀𝑀: кон-
троль якості перетворення часових рядів у 
конструктивну модель (MQ) та екстраполя-
ція часових рядів для прогнозування (MF) 
[15].

Основною метою режиму MQ є пе-
редбачення процесу послідовного вико-
нання для проведення масових
випробувань на модельних часових рядах, 
згенерованих за заздалегідь визначеною 
конструктивною моделлю, що описується 
наступним поетапним циклічним проце-
сом:

 випадковим чином генерує визначна 
частина моделі: аксіома, правила пі-
дстановки та параметри 𝑉𝑉𝑓𝑓, 𝑑𝑑𝑉𝑉𝑓𝑓, 𝐷𝐷

 послідовно ініціює виконання конс-
трукторів 𝐶𝐶𝑀𝑀𝑀𝑀, 𝐶𝐶𝑇𝑇𝑇𝑇 та 𝐶𝐶𝑅𝑅𝑅𝑅;

 передає параметри та отримує згене-
ровані структури (правило підстано-
вки знайдене конструктором 𝐶𝐶𝑅𝑅𝑅𝑅);

 порівнює дані, передані конструк-
тору 𝐶𝐶𝑀𝑀𝑀𝑀 та отримані від 𝐶𝐶𝑅𝑅𝑅𝑅 правила 
підстановки, визначає різницю між 
ними.

У свою чергу, виконання в режимі 
MF передбачає послідовність для обробки 
наданого ряду з генерацією його конструк-
тивної моделі та його прогнозовані зна-
чення. Порядок виконання включає етапи:

Рис. 2. Стохастичний ряд. Визначна частина мод

елі: { 𝒑𝒑: 𝒇𝒇 → +𝒇𝒇 + 𝒇𝒇 − 𝒇𝒇−,
 𝑽𝑽𝒇𝒇  =  𝟑𝟑𝟑𝟑, 𝒅𝒅𝑽𝑽𝒇𝒇  =  𝟏𝟏𝟏𝟏, 𝑫𝑫 =  𝟐𝟐𝟐𝟐}

Рис. 3. Інша варіація стохастичного ряду. Визначна 
частина моделі:

{ 𝑝𝑝: 𝑓𝑓 → +𝑓𝑓 + 𝑓𝑓 − 𝑓𝑓−,
 𝑉𝑉𝑓𝑓  =  35, 𝑑𝑑𝑉𝑉𝑓𝑓  =  10, 𝐷𝐷 =  25}
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 отримує на вході модельний часо-
вий ряд;

 послідовно ініціює реалізацію конс-
трукторів 𝐶𝐶𝑅𝑅𝑅𝑅, 𝐶𝐶𝑀𝑀𝑀𝑀 та 𝐶𝐶𝑇𝑇𝑇𝑇;

 отримує сформовані структури та 
часовий ряд із прогнозними значен-
нями.

Основним конструктором, який від-
повідає саме за процес відновлення конс-
труктивної моделі є 𝐶𝐶𝑅𝑅𝑅𝑅. Він у свою чергу 
також базується на наборі визначених алго-
ритмів обробки ітерації [15]:

 𝐵𝐵1 |𝑟𝑟, 𝑉𝑉𝑓𝑓, 𝑑𝑑𝑉𝑉𝑓𝑓, 𝐷𝐷
 𝑌𝑌1

 – формування випа-

дкової правої частини 𝑟𝑟 правила 𝑝𝑝 з 
заданого алфавіту {𝑓𝑓, +, −}, зна-
чення параметрів у заданих межах
𝑌𝑌1  = {𝑓𝑓, +, −}, 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓, 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑑𝑑𝑉𝑉𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖,
𝑑𝑑𝑉𝑉𝑓𝑓𝑓𝑓𝑎𝑎𝑎𝑎, 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚, 𝐷𝐷𝑚𝑚𝑎𝑎𝑎𝑎 ;

 𝐵𝐵2 |𝑋𝑋, 𝑃𝑃 
𝑃𝑃, 𝑟𝑟, 𝑉𝑉𝑓𝑓, 𝑑𝑑𝑉𝑉𝑓𝑓, 𝐷𝐷 – випадковим чи-

ном заповнює параметрами хромо-
сому 𝑋𝑋 та додає її до поточної 
популяції 𝑃𝑃;

 𝐵𝐵3 | 𝛺𝛺(𝐶𝐶𝑀𝑀𝑀𝑀) 
∥⇒ (𝐶𝐶𝑀𝑀𝑀𝑀), 𝑟𝑟(𝑋𝑋𝑛𝑛)  – виконує опе-

рацію виведення ∥⇒ конструкції 𝛺𝛺
конструктором 𝐶𝐶𝑀𝑀𝑀𝑀 – мультисимво-
льного ланцюжка за вихідним пра-
вилом  𝑟𝑟 хромосоми 𝑋𝑋𝑛𝑛;

 𝐵𝐵4 |𝛺𝛺(𝐶𝐶𝑅𝑅𝑅𝑅) 
∥⇒ (𝐶𝐶𝑅𝑅𝑅𝑅), 𝛺𝛺(𝐶𝐶𝑀𝑀𝑀𝑀)   – визначає

часовий ряд на основі 𝛺𝛺(𝐶𝐶𝑅𝑅𝑅𝑅) конс-
труктором 𝐶𝐶𝑅𝑅𝑅𝑅 та за допомогою му-
льтисимвольного ланцюжка 
𝛺𝛺(𝐶𝐶𝑀𝑀𝑀𝑀);

 𝐵𝐵5 |𝑞𝑞(𝑋𝑋𝑛𝑛)
𝛺𝛺(𝐶𝐶𝑅𝑅𝑅𝑅), 𝑇𝑇𝑇𝑇𝐼𝐼𝐼𝐼

     – визначає показ-

ник життєздатності 𝑞𝑞 хромосоми 𝑋𝑋𝑛𝑛
за розбіжністю між вихідним рядом
𝑇𝑇𝑇𝑇𝐼𝐼𝐼𝐼 та результатом роботи констру-
ктора 𝐶𝐶𝑀𝑀𝑀𝑀;

 𝐵𝐵6 |𝑃𝑃𝑃𝑃 , 𝐵𝐵7 |𝑃𝑃𝑃𝑃 , 𝐵𝐵8 |𝑃𝑃𝑃𝑃   – сортує хромо-
соми в популяції та видаляє найгі-

рші з них. Також вони додають нові 
хромосоми, що утворилися під час 
фаз кросинговеру та мутації.

Формування детермінованих моде-
льних часових рядів виконується при зада-
ній дисперсії 𝐷𝐷 =  0. Коли 𝐷𝐷 >  0,
формуються стохастичні часові ряди.

Для детермінованих часових рядів 
показник життєздатності визначається за 
середньоквадратичним відхиленням між 
модельним та відновленим часовими ря-
дами:

𝑞𝑞(𝑋𝑋𝑛𝑛) = ∑ (𝑇𝑇𝑇𝑇(𝐶𝐶𝑀𝑀𝑀𝑀, 𝐶𝐶𝑇𝑇𝑇𝑇)𝑘𝑘 − 𝑇𝑇𝑇𝑇𝐼𝐼𝐼𝐼𝑘𝑘)2𝐾𝐾
𝑘𝑘=1 . (1)

Для стохастичних часових рядів ро-
зрахунок показника життєздатності здійс-
нюється з урахуванням варіативності 
можливих значень часових рядів, породже-
них однією конструктивною моделлю. Щоб 
врахувати цю особливість, у розрахунки 
було впроваджено генерацію кількох часо-
вих рядів на основі поточної хромосоми, а 
вхідні параметри було розширено відпо-
відно до декількох рядів:

𝑞𝑞(𝑋𝑋𝑛𝑛) = ∑ 𝑚𝑚𝑚𝑚𝑚𝑚
𝑗𝑗

{∑(𝑇𝑇𝑇𝑇𝐼𝐼𝐼𝐼𝑗𝑗,𝑘𝑘 −
𝐾𝐾

𝑘𝑘=1

𝑁𝑁

𝑖𝑖=0
−𝑇𝑇𝑇𝑇(𝐶𝐶𝑀𝑀𝑀𝑀, 𝐶𝐶𝑅𝑅𝑅𝑅)𝑖𝑖,𝑘𝑘)2}𝑗𝑗=1

𝑀𝑀

,
(2)

де 𝑁𝑁 – визначена кількість рядів до генера-
ції на основі конструктивної моделі поточ-
ної хромосоми, 𝑀𝑀 – кількість вхідних 
модельних часових рядів.

У випадку модельних часових рядів, 
для відповідності вимогам до вхідних моде-
лей та очікуваної конструктивної моделі ге-
нерується відповідний набір часових рядів 
[16].

Автоматизація процесу 
відновлення моделі для наданого 

часового ряду
Відповідно до вимоги автоматизації 

процесу роботи відновлення конструктив-
них моделей було спроєктовано та розроб-
лено декілька варіацій програмних 
додатків. Початковий прототип, який вико-
ристовувався для роботи з детермінова-
ними часовими рядами різної складності,
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спроєктований за допомогою монолітної
архітектури й поєднував у собі реалізацію 
композитного конструктора 𝐶𝐶𝑀𝑀 та всіх його 
зазначених складових (рис. 4).

Кожен із модулів відповідає за реа-
лізацію відповідного конструктора або 
конструкторів, загальне керування проце-
сом:

 модуль обробки обраного режиму 
роботи – визначає обраний режим 
роботи конструктора 𝐶𝐶𝑀𝑀 та визна-
чення порядку його виконання;

 модуль інтерпретації конструктив-
ної моделі – відповідає за реалізацію 
обох конструкторів 𝐶𝐶𝑀𝑀𝑀𝑀 та 𝐶𝐶𝑇𝑇𝑇𝑇 у фі-
нальний ланцюжок символів та його 
інтерпретацію у фрактальний ряд;

 модуль генетичного алгоритму – ві-
дповідає за реалізацію конструктора 
𝐶𝐶𝑅𝑅𝑅𝑅 і відповідно за імплементацію 
генетичного алгоритму та процесу 
відновлення конструктивної моделі.

Дана реалізація використовувалася 
для початкового тестування підходу на ос-
нові модельних детермінованих часових 
рядів [15]. Слід зазначити, що вона була 
оптимізована саме для роботи із цим ти-
пом рядів. Утім, з урахуванням відміннос-
тей при роботі зі стохастичними рядами та 
потреби обробки їхніх даних було ухва-

лено рішення про розширення програм-
ного додатку та можливості масштабуван-
ня ресурсів.

За відправну точку було обрано реа-
лізацію на основі мультиагентного середо-
вища [16], де кожний агент відповідає за 
окремий процес відновлення конструктив-
ної моделі на основі окремої популяції 
(рис. 5). Для взаємного обміну генами між 
довільно обраними сутностями було впро-
ваджено механізм міграції хромосом між 
вузлами обчислень, за керування якої від-
повідає окремий міграційний агент. Основ-
ною особливістю зазначеного підходу є 
можливість масштабування кількості робо-
чих агентів, що дозволяло пришвидшити 
процес відновлення. Комунікація у розроб-
леному середовищі реалізовувалася за до-
помогою шини повідомлень.

Відповідно до порівняння з моноліт-
ним підходом, кожен робочий агент є окре-
мою реалізацією композитного конструк-
тора 𝐶𝐶𝑀𝑀 та усіх його складових.

Розподілення обчислень 
показників для стохастичних 

рядів
На основі проведених досліджень 

подібний підхід показав ефективність ро-
боти з детермінованими часовими рядами, 
а також забезпечив можливість обробки 
стохастичних часових рядів для тестування
методу у відповідних умовах [16].

Попри отримані позитивні резуль-
тати, для роботи зі стохастичними рядами 

Рис. 5. Мільтиагентний підхід до реалізації

Рис. 4. Монолітна реалізація автоматизації 
відновлення конструктивної моделі
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мультиагентна реалізація не є оптималь-
ною. Основною проблемою є нерівноцін-
ність операцій конструктора 𝐶𝐶𝑅𝑅𝑅𝑅, а саме 
складність обчислення показника 𝑞𝑞(𝑋𝑋𝑛𝑛)
для стохастичних рядів.

Відповідно до вищезгаданих особ-
ливостей та значень параметрів  𝑁𝑁 та 𝑀𝑀, за-
значена операція для кожної хромосоми 
популяції є вузьким місцем процесу відно-
влення моделей.

Для вирішення визначеної проблеми 
було ухвалено рішення щодо незалежного 
масштабування окремих елементів конс-
труктора 𝐶𝐶𝑅𝑅𝑅𝑅, а саме алгоритмів {𝐵𝐵3, 𝐵𝐵4, 𝐵𝐵5}:

⟨𝛽𝛽𝜃𝜃 → ⟨𝐵𝐵3 ⋅ 𝐵𝐵4 ⋅ 𝐵𝐵5⟩𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖 ⋅ 𝛽𝛽𝜃𝜃
𝛽𝛽𝜃𝜃 →  𝜀𝜀 ⟩ (3)

де масштабування реалізується за рахунок 
виділення підпопуляцій 𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖, для кожної з 
яких виділяється окремий вузол обчислень,
інтегрований у правило заміщення 𝛽𝛽 [15].

В свою чергу необхідність впрова-
дження розбиття та агрегації розширює фу-
нкціонал алгоритмів 𝐵𝐵7 |𝑃𝑃𝑃𝑃 , 𝐵𝐵8 |𝑃𝑃

𝑃𝑃   , а саме:

 𝐵𝐵7 |𝑃𝑃, {𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖}
𝑃𝑃

  – забезпечує розши-

рення популяції новими хромосо-
мами та виділяє підпопуляції;

 𝐵𝐵8 |{𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛}
𝑃𝑃

  – разом із операцією се-

лекції виконує агрегацію підпопуля-
ції.

Було розглянуто два основні під-
ходи до реалізації [17], а саме із синхрон-
ним та асинхронним методами комунікації 
між сутностями. В першому випадку тран-
спорт інформації між сутностями реалізо-
вувався за допомогою технології 
синхронної передачі, або за допомогою 
протоколу HTTP, або з використанням тех-
нології RPC [18]. Даний підхід забезпечує 
надійний та простий механізм пересилки та 
виключає необхідність впровадження скла-
дної мануальної синхронізації. Загалом цей 
підхід є розширенням вже зазначеної муль-
тиагентної реалізації.

Втім, основним його недоліком є 
складність самої топології, яка б забезпечу-
вала легкість масштабування та гнучкі за-
лежності між обчислювальними сутностя-
ми (рис. 6) .

Другий підхід забезпечує простоту 
масштабування та низький рівень зв’язно-
сті між сервісами (рис. 7). Водночас основ-
ним викликом залишається реалізація 
операції агрегації підпопуляцій.

Ключова проблема полягає у поєд-
нанні збереження проміжних підпопуляцій 
у виділеному сховищі з одноразовим вико-
нанням операції злиття без створення вузь-
ких місць та дублюючих популяцій (рис. 8).

Рис. 6. Розподілення етапу обчислень показників
хромосом із синхронною комунікацією

Рис. 7. Розподілення етапу обчислень показників 
хромосом із асинхронною комунікацією
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Вирішенням зазначеної проблеми 
стало впровадження механізму загального 
синхронізуючого запису, який оновлюється 
лише за умови дотримання визначеного 
критерію. Суть підходу полягає у створенні 
синхронізуючого запису перед початком 
процесу відновлення. Під час виконання аг-
регації, після досягнення необхідної кілько-
сті підпопуляцій, система оновлює цей 
запис, інкрементуючи параметр поточної 
ітерації лише за умови, якщо його значення 
відповідає номеру поточної ітерації. Якщо 
зазначена умова не виконується, операція 
агрегації не проводиться.

Такий підхід забезпечує одноразове 
виконання операції завдяки поєднанню конт-

рольної умови та відповідного параметра. 
Крім того, він дозволяє масштабувати кіль-
кість сервісів-агрегаторів відповідно до кіль-
кості сервісів, що здійснюють розрахунок 
фітнесу хромосом, забезпечуючи тим самим 
підвищення загальної ефективності системи.

Загалом роздільне масштабування за-
значених компонентів дозволило ефектив-
ніше розпоряджатися обчислювальними 
ресурсами відповідно до складності ітерацій. 
Але окрім необхідності у збільшенні конт-
ролю за синхронізацією слід також зазначити 
й ефект самого розподілення на швидкодію 
роботи системи у негативному плані.

Працюючи з детермінованими часо-
вими рядами та за малих кількостей хромо-
сом у популяції й, відповідно, меншої 
кількості підпопуляції, система витрачає 
більше часу на пересилання даних між роз-
поділеними сутностями, ніж у разі звичай-
ного монолітного обчислення, що є 
передбачувано. Втім даний недолік нівелю-

ється перевагами роботи з великими 
об‘ємами даних, під час яких загальний се-
редній час ітерацій виходить на плато за 
умови рівного масштабування сервісів об-
числення та агрегації підпопуляцій.

Окрім розподілення загального про-
цесу обчислень, було реалізовано механізм 
неблокуючого потоку керування для основ-

Рис. 8. Візуалізація проблеми синхронізації та дублювання популяції
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них операцій генетичного алгоритму – кро-
соверу та мутації. Основна ідея реалізації 
полягала у виділенні окремих вузлів обро-
бки, кожен з яких відповідає за певний етап 
обчислень алгоритму 𝐵𝐵7. Взаємодія між ву-
злами здійснюється за допомогою неблоку-
ючих черг повідомлень (рис. 9).

Додатково визначено глобальні 
черги, призначені для пересилання сигналів 
про завершення процесу та повідомлень 
про помилки, що можуть виникати під час 
обчислень.

Основними перевагами впровадже-
ного підходу є можливість окремого масш-
табування конкретних операцій генетич-
ного алгоритму, а також зручність подаль-
шого впровадження нових етапів і операцій 
у процес.

Обговорення
У ході аналізу ідентифіковані осно-

вні вузькі місця процесу обчислень, зок-
рема, розрахунок показника фітнесу для 
стохастичних часових рядів. Це зумовлено 
необхідністю врахування їхньої варіатив-
ності під час генерації на основі однієї мо-
делі. Для вирішення цієї проблеми було 
ухвалено рішення про розподіл процесу ге-
нетичного алгоритму на кілька обчислюва-
льних сутностей та введення підпопуляцій.

Таке розподілення дозволяє розпа-
ралелити процес обчислення показників 
життєздатності особин популяції. Залежно 
від розміру підпопуляцій досягається змен-
шення загальної кількості обчислювальних 
операцій і підвищення швидкодії системи.

Для досягнення максимальної ефек-
тивності кількість сутностей, що викону-
ють розрахунок показників життєздатності, 

має відповідати кількості підпопуляцій. Це 
дає змогу виконувати обчислення за один 
прохід. В іншому випадку набори хромо-
сом очікуватимуть своєї черги.

Ефективність запропонованого під-
ходу обмежується можливістю масштабу-
вання фізичних обчислювальних вузлів, 
необхідних для досягнення максимальної 
продуктивності системи.

Висновки
У результаті проведених досліджень 

та аналізу попередніх реалізацій було 
спроєктовано та реалізовано систему для 
відновлення конструктивних моделей ме-
тодами генетичного алгоритму. Під час ро-
боти були визначені основні недоліки 
попередніх імплементацій, що проявлялися 
у роботі з різними типами часових рядів і 
враховували їхні специфічні особливості в 
межах уже відомих монолітного та мульти-
агентного підходів.

У подальшому вдосконалення архі-
тектурного підходу може передбачати ви-
користання підпопуляцій не лише на етапі 
обчислення показників фітнесу, а й у межах 
інших фаз генетичного алгоритму.
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A SIMULATOR PROVIDING THEORETICAL RESEARCH 
OF HUMAN INTEGRATIVE PHYSIOLOGY

Traditional (empiric) methodology based on direct measurements of fragmentary biological data limits the 
research of human integrative physiology (IP). Even assistant research based on animal experiments 
operates with fragmentary data. Therefore, IP’s current concepts, not covering many aspects of IP’s complex 
dynamics, cannot explain pathophysiological transformations that finally lead to non-trivial diseases. This 
methodological dead-end requires alternative research technology. This article presents a technology and 
software (SimHIP), widening the research potential in the area of human IP. The technology is based on two 
novelties. The first one is the physiological concept of a functional super-system (FSS) that optimizes cells' 
life despite environmental instabilities. The second novelty is the mathematical model (MM) of FSS. 
Fragments of MM were separately created and tuned using test scenarios. SimHIP integrating these 
fragments provides the physiologist-researcher with an intuitive interface to: a) construct a simulation 
scenario; b) execute the simulation; c) visualize input-output physiological dynamic dependencies for every 
chosen combination; and d) save every simulation data for future considerations and publications. SimHIP is 
an autonomous C# software provided as an Exe module for IBM-compatible computers. Medical students 
can be additional users of SimHIP.
Keywords: organs, physiological systems, mathematical model, visualization, students

Р.Д. Григорян, І.П. Сініцин, А.Г.  Дегода, Т.В. Людовик, О.І. Юрчак

СИМУЛЯТОР ДЛЯ ПРОВЕДЕННЯ ТЕОРЕТИЧНИХ
ДОСЛІДЖЕНЬ ІНТЕГРАТИВНОЇ ФІЗІОЛОГІЇ ЛЮДИНИ

Традиційна (емпірична) методологія, заснована на прямих вимірюваннях фрагментарних біологічних 
даних, обмежує дослідження інтегративної фізіології (ІФ) людини. Навіть допоміжні дослідження ,
що базуються на експериментах з тваринами, оперують фрагментарними даними. Тому сучасні 
концепції ІФ, не охоплюючи багато аспектів складної динаміки ІФ, не можуть пояснити 
патофізіологічні трансформації, які зрештою призводять до нетривіальних захворювань. Цей 
методологічний глухий кут вимагає альтернативної дослідницької технології. У цій статті 
представлено технологію та програмне забезпечення (SimHIP), що розширюють дослідницький 
потенціал в галузі ІФ людини. Технологія базується на двох новинках. Перша - фізіологічна 
концепція функціональної суперсистеми (ФНС), яка оптимізує життя клітин, незважаючи на 
нестабільність навколишнього середовища. Друга новинка - математична модель (ММ) ФНС. 
Фрагменти ММ були окремо створені та налаштовані за допомогою тестових сценаріїв. SimHIP,
інтегруючи ці фрагменти, надає фізіологу-досліднику інтуїтивно зрозумілий інтерфейс для: 
а) побудови сценарію моделювання; б) виконання моделювання; в) візуалізації фізіологічних 
динамічних залежностей вхід-вихід для кожної обраної комбінації та г) збереження всіх даних 
моделювання для майбутніх розглядів та публікацій. SimHIP — це автономне програмне 
забезпечення на C#, що постачається як Exe-модуль для IBM-сумісних комп'ютерів. Студенти-
медики можуть бути додатковими користувачами SimHIP.                                     
Ключові слова: органи, фізіологічні системи, математична модель, візуалізація, студенти

Introduction

Medical prophylactic, diagnostic, and 
treatment technologies are based on the 
physiological concepts of norm, homeostasis, 
and adaptation. These concepts generally 
proposed to explain biophysical, biochemical, 

and physiological mechanisms evolutionarily 
appeared to survive an organism in unstable 
living environment. Modern biology 
advanced this fundamental knowledge 
including genetic aspects. However, a lot of 
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diseases, in particular those associated with 
age, are still non-trivial to be timely 
diagnosed and cardinally cured. The current 
medicine is compelled to fight with such 
diseases only using palliative cure mitigating 
the pain and patient’s suffering until 
painkillers are taken. Methodological 
limitations, playing a significant role in the 
current situation enormously arise, if the 
organism is considered as a specific 
community of specialized cells forced to exist 
despite casual or regular destructive forces. 
The problem is that modern empirical human 
physiology does not have technologies that 
would allow simultaneous monitoring of a 
huge number of biological parameters at 
different organizational levels (cells, their 
colonies, specialized organs, their anatomical 
and functional systems, and the whole 
organism) of the body.

Traditional empirical biomedical research 
alternatively suggests experiments on model 
animals. But even in this case, the number of 
vital parameters to be observed in dynamics is 
limited. Modern physiology and medicine 
have found themselves in a methodological 
impasse, so the search for a way out of it is 
encouraged.

One of the promising areas that can 
enhance empirical data with computational 
data is the method of mathematical modeling. 
Typically, human physiology models have 
been developed to simulate the function of a 
single organ (e.g., heart [1], lungs [2], liver 
[3], pancreas [4], and kidneys [5]) or an 
anatomical system (e.g., cardiovascular 
system [6] and digestive system [7]) under 
given changes in input variables. Often, the 
purpose of such models is applied: to 
calculate ranges of values for unmeasured 
characteristics. Additional model types that 
offer a better understanding of certain 
intricate aspects of life mechanisms have been 
created. Theoretically, modeling could 
significantly deepen the understanding of 
human integrative physiology (IP). The 
required model must quantitatively describe 
the mechanisms that facilitate the interaction 
of human internal organs co-evolved to 
optimize cell physiology. The general 
biological concept, known as the concept of 
functional super-systems (FSS), which 

explains the main principles of organ 
interaction, is described in [8]. The concept of 
FSS sheds new light on interactions of 
internal organs and underlines the 
fundamental role of intracellular regulator 
mechanisms in the origin of fluctuations and 
trends of human physical health. Specialized 
mathematical models of organs and 
anatomical-functional systems, which interact 
to optimize cell physiology despite 
environmental destructive alterations, have 
been developed, tested under physiological 
conditions, and published [9-10]. These 
publications also contain information about 
simulation algorithms and specific software 
modules.

The goal of this presentation is to 
demonstrate the main potentials of the 
specialized software-modeling tool (SimHIP)
in research of human FSS.

The main purpose of SimHIP
SimHIP is an autonomous .exe module 

developed in C# environment. The complex 
quantitative mathematical model of human 
FSS is a system of differential equations 
(SDE) that describes the dynamics of FSS. 
Algorithms provide approximate solution of 
SDE for given initial conditions and dynamics 
of input variables.

SimHIP’s main purpose consists in 
providing the physiologist with an 
unconventional assistant research technology 
that allows obtaining new quantitative 
knowledge about the dynamics of human 
internal organs’ interaction under conditions 
of a wide range of artificially created 
internal/external changes. The knowledge can 
be obtained by providing a single computer 
experiment. Procedures required to prepare 
such an experiment and to analyze its results 
are provided by the user interface (UI). Before 
considering UI in more detail, it is worth 
saying some words about simulation 
scenarios.  

Simulation scenarios presented in a pop-
up window of UI include:

• The default scenario of test 
simulation. It is provided for the 
intact human organism for the body 
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horizontal position. The user does not 
moderate any model parameter. In our 
models, not every parameter is ideal; 
thus, just after calculation is started, a 
transitory process begins. It is 
empirically set that transitions are 
mainly over within several minutes of 
modeled time, and a practically 
steady-state physiological mode is 
reached. SimHIP informs about 
calculation finishing and provides 
access to simulation results. The user 
can look at up to 58 graphs 
characterizing physiological dynamics 
of mean man life variables within the 
10 minutes.

• New model configuring. By choosing 
this alternative, the user becomes able 
to re-combine model modules, 
actualize values of their constants, and 

the simulation scenario. The same up 
to 58 output data are assessable for 
every simulation scenario. The 
actualization if desirable concerns 
every component model listed in the 
main interface.

The user interface of SimHIP.

The main screen form of the user 
interface (UI) is presented in Figure 1. As one 
can see, the actualization concerns parameters 
of models representing the thermoregulatory 
system (TC), the kidneys, the pancreas-liver 
interaction (PL), the lung ventilation (LVent), 
and interstitial compartments’ interaction. As 
the model of cardiovascular system (CVS) is 
in the focus of our complex model, 
mechanisms controlling CVS have been 

Fig. 1. The main screen form for actualizing the basic model.
The actualization concerns parameters of thermoregulatory system (TC), kidneys, pancreas-liver 
interaction model (PL), lung ventilation model (LVent), model of interstitial compartments, as
well as mechanisms controlling the cardiovascular system. Special options provide actual pa-
rameters of observation, Simulation scenario, Hypotheses of hypertension and its therapy. Spe-
cial option “Experiment simulation” starts the computer experiment. Just after the experiment is 
over, the option “View simulation results” opens access to graphical simulation results.
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presented in UA most detailed. This concerns 
special options for actualization of 
observation parameters, simulation scenario, 
hypotheses of hypertension and its therapy. 

Special option “Experiment simulation” 
starts the computer experiment. Just after the 
experiment is over, the option “View 
simulation results” opens an access to 
graphical simulation results.  

The double windows (see Fig. 3) are the 
standard screen form for visualizing 
simulation results in graph forms. The lower 
window collects input variables, and the 
upper window collects output variables. The 
user can collect variables as desired and 
choose color or white and black lines with up 
to 15 specific signs. Additional boxes on the 
right serve as a selection of color or black and 

white presentation of graphs. Access to 
alternative clusters is opened by clicking 
“Choose a cluster of graphs” (an example is 
shown in Fig. 5).

The list of clusters contains eight clusters:

• Cardiovascular system (includes 7 
variables: Systolic pressure; Diastolic pres-
sure; Mean arterial pressure; Mean central 
venous pressure; Heart rate; Stroke volume of
left ventricle; Heart input flow);

• Thermoregulation system (includes 9 
variables: Blood temperature; Skin tempera-
ture; Air temperature; Wind speed; Air hu-
midity; Light intensity; Blood Serotonin; 
Blood melatonin; Hypothalamus tempera-
ture);

Fig. 2.  The screen form of UA providing an access to results of the simulation for each model.

Graphs can be illustrated either from the beginning or from the 20th second of simulation. 
Depending on its duration, the user can chose appropriate time scale.
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• Kidneys and bladder (includes 12 var-
iables: Urine; Prourine; Urine velocity; Prou-
rine velocity; Reabsorption; Bladder volume; 
Bladder pressure; POSM; PONC; Osmore-
ceptors; Bladder receptors; Sodium);

• Pancreas-Liver (includes 4 variables: 
Insulin; Glucose; Glucagon; Glycogen);

• Pulmonary ventilation (includes 4 var-
iables: PaO2; PaCO2; pH; Lung ventilation);

• Liquid compartments (includes 8 vari-
ables: Total blood volume; Summary blood 
volume in arteries; Summary blood volume in 
veins; Total long blood volume; Total fluids; 
Interstitial volume; Total intracellular vol-
ume; Lymph volume);

• Indicators of neuroendocrine system 
(includes 9 variables; Summary barorecep-
tion; Chemoreception; Heart sympathetic 
nerve activity; Heart parasympathetic nerve 
activity; Vascular sympathetic nerve activity; 
Renin; ANG2; Adrenalin; Vasopressin);

• Indicators of condition (includes 5 
variables: Aerobic exercise; Degree of table 
tilt; Resistance of renal afferent arteries; Re-
sistance of coronary arteries; Resistance of 
brain arteries).

So, the current version of SimHIP pro-
vides the physiologist with the dynamics of 
58 biological variables. However, the com-
plex model consists of a larger amount of 
biological data. Some of these data concern 
the initial parameters (constants) used in the 

Fig. 3. A sample of typical graphs presenting the dynamics of input (bottom graphs) and output 
(upper graphs) variables. 

By clicking “Select graphs” in the upper left corner, the user can access a special screen form to 
visualize graphs concerning other physiological variables completed in 7 clusters (see Fig. 4).
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mathematical models. Although these con-
stants were chosen through thoroughly test-
ed tunings, SimHIP proposes special op-
tions to advanced users: they can vary con-
stants, execute a simulation, and watch the 
physiological consequences of every altera-
tion.

Fig. 5 special presented to illustrate 
how the user activated the stroke Simula-
tion sce nario in left light window does set 

additional parameters of the chosen test. 
This case the tilting on 85o upright does 
start at 600th seconds of initial horizontal 
position. The table turns head-up with a 
person's head in 10 seconds, the person is in 
an inclined position for 600 seconds, after 
which in 15 seconds the table is returned in 
horizontal and the tested person continues to 
be in the rest state for 100 sec. Note that 
additional parameters (the resistances of 

Fig. 4. The service window “Choose a cluster of graphs” provides two functions: a) configuring 
input (output) variables in the frame of active cluster of graphs; b) choosing a new cluster from 
the list of clusters for providing the function a). 
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brain, coronary, and kidney arteries) have 
also been actualized.

At the bottom part of this window, the 
special scrolling window is shown. It collects 

additional information about the computer 
experiment.

Fig. 5. Preparing a simulation of a postural test in combination of partial occlusions of coronary, 
brain, and kidneys arteries. Simulation results are presented in Fig. 6 and Fig. 7.



Комп’ютерне моделювання

19

Discussion

The research technology proposed by 
“SimHIP” is an unusual solution to physiolog-
ical problems. Both physiologists and medics 
are more used to working with devices that 
provide them with measurements of life char-
acteristics necessary to make more reliable 
conclusions. Such a device usually provides 
one or two an additional biological character-
istics. Examples of such medical devices are 
the electrocardiograph, echocardiograph, elec-
troencephalograph, and others.  Even famous 
devices that provide magnetic resonance im-
aging can deal with one variable – biological 
liquid (blood) volume in local body areas. 
Our SimHIP deals with 58 dynamic character-
istics. Certainly, cannot use initial data meas-
ured in a person. However, SimHIP is an ex-
clusive research tool assisting the human 
physiologist to minimize likely mistakes con-

cerning the multiscale integrative functioning 
of human organisms. In this sense, simula-
tions seem to be the cheapest way to avoid 
false conclusions, including those concerning 
principles determining the non-trivial patho-
physiological transformations. Another prom-
ising aspect of the use of our SimHIP is the 
process of teaching future doctors the basics 
of physiology. Until now, diagrams and pic-
tures depicting the anatomy and simplified 
physiology of organs have been the main way 
of presenting knowledge about how the body 
functions. Meanwhile, there is still no solid 
fundamental knowledge about how internal 
organs quantitatively interact. In this regard, 
our simulator is the first software product that 
offers to restructure the process of training
future doctors so that each student can see 
with his own eyes the consequences of the 
changes he makes to the model of a specific 
organ.
 

Fig. 6. The dynamics of chosen physiological data under simulation of the scenario described in Fig. 5.
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Conclusion
For the first time, a concept has been 

created and a computer program has been 
developed that is oriented towards use by a 
physiologist who studies the patterns of inte-
grative physiology of human cell life support 
in an unstable environment. Based on a com-

plex mathematical model of the interaction of 
internal organs, the program is designed as a 
specialized autonomous simulator, SimHIP. It 
can be used by both research physiologists 
and future doctors when teaching the basics of 
human physiology.

Fig. 7. The dynamics of other chosen physiological data under simulation of the scenario 
described in Fig. 5.
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Я.О. Гайдукевич, А.Ю. Дорошенко

МОДЕЛЬ АДАПТИВНОГО ІНФЕРЕНСУ В МОБІЛЬНИХ 
СИСТЕМАХ

У статті запропоновано та досліджено нову модель адаптивного розподілу процесу інференсу 
(застосування ML-моделі для отримання прогнозу) між локальними та серверними обчисленнями для 
мобільних інтелектуальних систем прогнозування. Метою розробки моделі є подолання 
фундаментального протиріччя між вимогами до високої точності прогнозів (що досягається за рахунок 
потужних серверних ML-моделей) та необхідністю забезпечити короткий час відгуку, автономність 
роботи та енергоефективність на пристроях з обмеженими ресурсами. Запропонована модель формалізує 
динамічний механізм вибору шляху виконання інференсу (локальний TFLite, серверний мікросервіс або 
гібридний режим) на основі аналізу контексту виконання: якості мережевого з'єднання, рівня заряду 
батареї, обчислювальної складності запиту та терміновості результату. Модель реалізована в архітектурі, 
що поєднує Flutter-клієнт із контейнеризованими мікросервісами, та валідована на завданні 
короткострокового метеорологічного прогнозу. Експериментальні результати демонструють, що модель 
забезпечує скорочення середнього часу відгуку на 35% порівняно із суто серверним підходом та 
зниження споживання трафіку на 60% порівняно з постійним використанням сервера, водночас
зберігаючи точність прогнозів на рівні R²=0.80-0.95 залежно від режиму. Робота має практичне значення 
для розробки ресурсоефективних мобільних застосунків у сферах метеорології, моніторингу довкілля та 
предиктивної аналітики.
Ключові слова: адаптивний інференс, гібридні обчислення, мобільні прогнозні системи, машинне 
навчання на пристрої, оптимізація мережевих запитів.

Y. O. Haidukevych, A. Yu. Doroshenko

AN ADAPTIVE INFERENCE MODEL 
IN MOBILE SYSTEMS

The paper proposes and investigates a new model of adaptive distribution of the inference process (application 
of an ML model to obtain a prediction) between local and server-side computations for mobile intelligent 
forecasting systems. The goal of the proposed model is to overcome the fundamental contradiction between the 
requirement for high prediction accuracy (achieved through powerful server-side ML models) and the need to 
ensure low response time, autonomous operation, and energy efficiency on resource-constrained devices. The 
proposed model formalizes a dynamic mechanism for selecting the inference execution path (local TFLite, 
server-side microservice, or hybrid mode) based on the analysis of the execution context, including network 
connection quality, battery charge level, computational complexity of the request, and urgency of the result. The 
model is implemented within an architecture that combines a Flutter client with containerized microservices and 
is validated on a short-term meteorological forecasting task. Experimental results demonstrate that the proposed 
model reduces average response time by 35% compared to a purely server-based approach and decreases network 
traffic consumption by 60% compared to constant server usage, while maintaining prediction accuracy at the 
level of R² = 0.80–0.95 depending on the selected mode. The work has practical significance for the development 
of resource-efficient mobile applications in the fields of meteorology, environmental monitoring, and predictive 
analytics.
Keywords: adaptive inference, hybrid computing, mobile forecasting systems, on-device machine learning, 
network request optimization.

Вступ
Розповсюдження потужних 

алгоритмів машинного навчання (МН) 
відкрило нові можливості для створення 
мобільних застосунків із функціями 
інтелектуального прогнозування у 

реальному часі. Однак розробники таких 
систем стикаються із серйозною 
архітектурною дилемою: де виконувати 
інференс ML-моделі? Серверний інференс 
забезпечує доступ до потужних моделей, 
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просто оновлюється, але призводить до 
залежності від мережі, затримок та витрат 
на передачу даних. Локальний інференс на 
пристрої (наприклад, з використанням 
TensorFlow Lite) гарантує миттєвий відгук, 
працює офлайн та зберігає 
конфіденційність, але обмежений 
обчислювальними ресурсами та складністю 
моделей, котрі можна розгорнути.
Існуючі підходи часто обирають один із 
цих шляхів, жертвуючи або точністю, або 
продуктивністю. Наявні гібридні схеми 
зазвичай є статичними (наприклад, простий 
fallback на офлайн-модель) і не враховують 
динамічний контекст виконання.

Метою даної роботи є розробка 
формальної моделі та практичної 
архітектури для адаптивного розподілу 
завдань інференсу між локальними та 
серверними обчислювальними ресурсами в 
мобільних прогнозних системах. Наукова 
новизна полягає в контекстно-залежному 
механізмі ухвалення рішення, що враховує 
багатокритеріальну метрику якості 
обслуговування (QoS), та в його інтеграції 
в мікросервісну архітектуру із 
синхронізованими моделями.
Гіпотеза дослідження: Адаптивна модель 
розподілу інференсу, що динамічно обирає 
оптимальний шлях виконання на основі 
поточного стану пристрою, мережі та 
характеру запиту, дозволить суттєво 
підвищити енергоефективність, зменшити 
сприйняття затримок користувачем та 
зберегти високу точність прогнозу 
порівняно з монолітними підходами.

1. Огляд проблеми та існуючих
підходів

Проблема розподілу навантаження в 
розподілених системах добре вивчена, 
проте її застосування саме для інференсу 
ML-моделей на мобільних клієнтах має 
специфіку, обумовлену обмеженнями 
пристроїв, мінливістю мережі та вимогами 
до затримок [1, 2]. Аналіз літератури 
дозволяє виділити три основні класичні 
підходи:

Серверно-центричні архітектури. 
Усі запити на інференс відправляються на 
потужні хмарні сервіси (наприклад, 

TensorFlow Serving, SageMaker Endpoints). 
Переваги: висока точність завдяки 
використанню складних моделей, 
масштабованість. Недоліки: висока 
мережева латентність (зазвичай 200-500 мс 
і більше), критична залежність від якості та 
наявності зв'язку, витрати на трафік, а 
також потенційні проблеми із 
конфіденційністю даних [3].
Клієнтські (on-device) архітектури. 
Спрощені оптимізовані моделі (TFLite, 
Core ML) виконуються повністю на 
пристрої. Переваги: нульова мережева 
затримка, офлайн-робота, повна 
приватність даних. Недоліки: обмежена 
складність моделей, що часто призводить 
до нижчої точності порівняно з серверними 
аналогами, підвищене енергоспоживання 
CPU/GPU пристрою, а також складність 
централізованого оновлення моделей [4].
Статичні гібридні схеми. Найпоширеніший 
підхід — первинна спроба серверного 
запиту з безумовним fallback на локальну 
модель у разі виявлення помилки мережі. 
Цей підхід не враховує нюансів, таких як 
якість зв'язку (низька пропускна здатність 
може призвести до великих затримок, що 
роблять офлайн-режим кращим вибором) 
або енергетичну витратність активізації 
радіомодуля при низькому заряді батареї.

Останні дослідження та 
технологічні тренди поглиблюють 
розуміння цих компромісів та надають 
нового контексту для розвитку адаптивних 
систем.

Порівняльна ефективність 
архітектур. Експериментальні порівняння 
розгортання великих мовних моделей 
(LLM) демонструють чітку залежність між 
архітектурою та продуктивністю. Навіть 
порівняно невеликі моделі (2-3 млрд 
параметрів) на мобільних пристроях 
можуть мати латентність інференсу понад 
30 секунд, що неприйнятно для 
інтерактивних додатків. Водночас хмарний 
інференс забезпечує відгук за 5-10 секунд, 
але цілком залежить від мережі [5]. Це 
підтверджує актуальність пошуку 
гібридних рішень не лише для традиційних 
ML-задач, а й для складних моделей.
Методи стиснення та оптимізації моделей. 
Прогрес у техніках стиснення моделей, 
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таких як квантизація (зниження 
розрядності ваг), прунінг (усунення 
маловажливих зв'язків) та дистиляція 
знань, суттєво розширює межі локального 
інференсу [6]. Ці методи дозволяють 
значно зменшити розмір і обчислювальні 
вимоги моделей за мінімальної втрати
точності, роблячи on-device розгортання 
складніших архітектур більш практичним.
Спеціалізовані архітектури для 
прогнозування. У сфері метеорологічного 
прогнозування з'являються спеціалізовані 
AI-моделі високої складності, такі як 
WeatherNext 2 від Google DeepMind, які 
показують надзвичайну точність [7]. 
Розгортання подібних моделей на сервері 
та використання їхніх спрощених, 
оптимізованих версій (наприклад, через 
TFLite) на клієнті є конкретним прикладом 
архітектурного патерну, що реалізується в 
даній роботі.

Екосистема інструментів для 
локального інференсу. Розвивається набір 
фреймворків і форматів, спрямованих на 
ефективне виконання моделей на 
пристроях. Окрім TensorFlow Lite, це 
ONNX Runtime, ExecuTorch, а також такі 
інструменти, такі як llama.cpp для LLM або 
MediaPipe для складних конвеєрів [8]. Ця 
екосистема надає розробникам широкий 
вибір для реалізації локальної складової 
гібридної системи.

Контекст стандартизації та довіри. У 
відповідальних галузях, як-от 
метеорологія, Всесвітня метеорологічна 
організація (WMO) ініціює створення 
стандартів верифікації та політик для AI-
моделей. Це підкреслює важливість не 
лише ефективності, а й відтворюваності, 
надійності та довіри до результатів, що є 
критичним викликом для гібридних систем, 
де точність може динамічно змінюватись.
Отож, очевидною є потреба в динамічній, 
контекстно-обумовленій моделі, яка 
розглядає розподіл інференсу не як 
статичний вибір, а як задачу 
багатокритеріальної оптимізації в 
реальному часі. Така модель повинна 
враховувати не лише факт наявності 
мережі, а й цілу низку параметрів: 
прогнозовану латентність кожного шляху, 
енергетичну ціну передачі даних, поточний 

стан ресурсів пристрою та прийнятні 
компроміси між точністю і швидкодією для 
конкретного застосунку.

2. Формальна модель адаптивного 
розподілу інференсу

Запропонована модель реалізує 
підхід адаптивного інференсу з динамічним 
вибором шляху виконання на основі 
менеджера Adaptive Inference Manager 
(AIM). Для кожного вхідного запиту Q AIM 
формує рішення D ∈ {Local, Server, 
Hybrid}, яке визначає спосіб виконання 
інференсу залежно від поточного стану 
системи та вимог користувацького 
інтерфейсу. Ухвалення рішення базується 
на контекстному векторі C = {C_net, C_bat, 
C_comp, C_urg}, де C_net характеризує 
якість мережевого з’єднання з урахуванням 
затримки, пропускної здатності та вартості 
трафіку, C_bat відображає нормований 
рівень заряду акумулятора, C_comp задає 
обчислювальну складність запиту, а C_urg 
визначає терміновість отримання 
результату. Вибір оптимального шляху 
інференсу формалізується як задача 
мінімізації функції вартості Cost(D) = 
w_lat·L(D) + w_acc·(1 − A(D)) + w_eng·E(D) 
+ w_tra·T(D), де L(D) — прогнозована 
латентність, A(D) — очікувана точність 
результату, E(D) — оцінка 
енергоспоживання, а T(D) — витрати 
мережевого трафіку для відповідного 
рішення. Вагові коефіцієнти w_lat, w_acc, 
w_eng, w_tra адаптуються динамічно 
залежно від контексту, зокрема у разі
зниження рівня заряду акумулятора зростає 
пріоритет енергоефективності, а за високої
терміновості запиту — мінімізації 
затримки. Для забезпечення стабільної 
роботи системи застосовується поєднання 
евристичних правил і оптимізаційної 
процедури: за відсутності мережевого 
з’єднання інференс виконується локально, 
за високої терміновості та низької якості 
мережі перевага надається локальному 
режиму, тоді як для ресурсомістких запитів 
за стабільного з’єднання обирається 
серверний інференс. У загальному випадку 
AIM порівнює значення функції вартості 
для локального та серверного режимів і 
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Рис. 1. Схематичне представлення роботи менеджера адаптивного інференсу (AIM).
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Рис. 1. Схематичне представлення роботи менеджера адаптивного інференсу (AIM).

обирає рішення з мінімальними 
очікуваними витратами. Гібридний режим 
застосовується для поєднання низької 
латентності локального інференсу з 
високою точністю серверних моделей і 
може реалізовуватися як у паралельному 
режимі з подальшим уточненням 

результату, так і у послідовному режимі, де 
серверний інференс використовується для 

корекції локальної оцінки. Запропонований 
підхід забезпечує адаптивний баланс між 
точністю прогнозу, затримкою, 
енергоспоживанням та витратами 
мережевих ресурсів у мобільних 
застосунках. На схемі зображено 
основний алгоритм ухвалення рішення 

щодо шляху виконання інференсу. Процес 
ініціюється вхідним запитом Q. Менеджер 

Рис. 2. Багаторівнева архітектура системи: клієнтський додаток (Flutter + AIM), 
сервісний рівень (мікросервіси), рівень даних
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AIM формує контекстний вектор C на 
основі даних від моніторів стану пристрою. 

Далі для кожного з можливих 
рішень (Local, Server, Hybrid) 
обчислюється значення 
багатокритеріальної функції вартості 
Cost(D). Вагові коефіцієнти w_i у функції 
вартості динамічно адаптуються до значень 
контексту C (наприклад, зниження рівня 
заряду батареї підвищує вагу 
енергоспоживання w_eng). Остаточне 
рішення D ухвалюється шляхом порівняння 
значень вартості з урахуванням набору 
евристичних правил (наприклад, 
безумовний перехід на локальний інференс 
за відсутності мережі).

3. Архітектурна реалізація моделі
Модель AIM інтегрована в загальну 

багаторівневу архітектуру системи (Рис. 2).
На клієнтському рівні, реалізованому на 
Flutter, менеджер адаптивного інференсу 
AIM є основним логічним модулем, який 
реалізує модель ухвалення рішень і 
взаємодіє з монітором стану пристрою, що 
відстежує рівень батареї та якість 
мережевого з’єднання. 

Локальна модель TFLite є 
оптимізованою версією серверної моделі, 
наприклад Gradient Boosting, 
конвертованою через ONNX, і 
завантажується та оновлюється через 
механізм фонової синхронізації. Для 
пришвидшення обробки запитів 
використовується кеш прогнозів, що 
зберігає результати останніх запитів, а 
клієнтський модуль для серверного API 
забезпечує надсилання запитів до 
відповідного мікросервісу. На сервісному 
рівні реалізовані контейнеризовані 
мікросервіси ML-інференсу (FastAPI + 
BentoML), які забезпечують доступ до 
повноцінної, точної ML-моделі та надають 
той самий інтерфейс, що й локальна 
модель, а також сервіс синхронізації 
моделей, відповідальний за доставку 
оновлених ваг локальних TFLite-моделей 
на клієнти та забезпечення їхньої 
консистентності. Ключовим аспектом 
архітектури є узгодженість моделей: 
серверна та локальна моделі навчаються на 
одних і тих самих даних, проте локальна 

проходить додаткову квантизацію та 
оптимізацію для TFLite. Це забезпечує 
близькі результати, A(Server) ≈ A(Local) + 
ε, де ε — незначна різниця в точності, що 
робить критерій точності другорядним 
порівняно із затримкою та 
енергоспоживанням, на яких фокусується 
адаптивний менеджер інференсу.

4. Експериментальна оцінка 
ефективності моделі

Модель була валідована в межах 
мобільного застосунку прогнозування 
температури «МетеоМоб». Для оцінки 
ефективності адаптивного інференсу були 
проведені серії експериментів, спрямовані 
на вимірювання ключових метрик для 
різних шляхів виконання інференсу, а 
також на порівняння з базовими підходами. 
У межах першого експерименту 
оцінювалися характеристики локального та 
серверного інференсу. Локальний 
інференс, реалізований за допомогою 
TFLite, продемонстрував середню 
латентність L(Local) = 65 ± 15 мс при 
коефіцієнті детермінації R2 = 0.80, 
відсутності мережевого трафіку (T = 0 байт) 
та підвищеному енергоспоживанні CPU 
мобільного пристрою. Серверний інференс, 
реалізований у вигляді мікросервісу, мав 
середню латентність L(Server) = 220 ± 150
мс, що суттєво залежала від якості 
мережевого з’єднання C_net, забезпечував 
вищу точність прогнозу з R2 = 0.95 (наочно 
порівняння точності різних режимів роботи 
представлено на рис. 3) генерував 
мережевий трафік на рівні приблизно 2–5
КБ на запит та характеризувався низьким 
енергоспоживанням на стороні 
клієнтського пристрою. На графіку 
представлені точки даних для стратегій 
«Завжди-сервер» (R²=0.95), «Завжди-
локально» (R²=0.80) та адаптивної моделі 
AIM (R²=0.92). Пунктирна лінія (y = x) 
відповідає ідеальному прогнозу. Розподіл 
точок наглядно демонструє, що AIM 
забезпечує точність, близьку до серверної, 
значно перевершуючи локальну модель.

У другому експерименті було 
проведено порівняння адаптивної моделі 
AIM з базовими стратегіями виконання 
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інференсу. Було змодельовано 1000 запитів 
за різних умов мережевого з’єднання та рівня 
заряду батареї. Запропонований підхід 
порівнювався зі стратегіями постійного 
використання серверного інференсу (Always-
Server), постійного локального інференсу 
(Always-Local) та наївного fallback-підходу 
(Server-then-Local). Результати показали, що 
Always-Server забезпечує максимальну 
точність, проте має найвищу середню 
латентність і максимальне споживання 
трафіку, тоді як Always-Local 
характеризується мінімальною затримкою та 
відсутністю трафіку, але суттєво нижчою 
точністю. Наївний fallback займає проміжну 
позицію, однак поступається за сумарними 
витратами. Запропонована модель AIM 
продемонструвала середню латентність на 
рівні близько 95 мс, скорочення споживання 
трафіку до приблизно 25% від Always-Server 
та високу частку високоточних відповідей 
(R2 > 0.9) на рівні близько 85%, одночасно 
забезпечуючи найнижче відносне 
енергоспоживання.

Третій експеримент був 
спрямований на аналіз поведінки моделі 
AIM у різних контекстах використання. 
Було встановлено, що за умов стабільного 
Wi-Fi-з’єднання та високого рівня заряду 
батареї модель надавала перевагу 
серверному інференсу з метою досягнення 
максимальної точності прогнозу. У разі
погіршення якості мережі, зокрема, під час 
перемикання на 3G-з’єднання, частка 
локальних викликів зростала, що дозволяло 
уникати значних затримок. За критично 
низького рівня заряду батареї (менше 20%) 
модель майже повністю переходила на 
локальний інференс, мінімізуючи 
активність радіомодуля та загальне 
енергоспоживання пристрою. Отримані 
результати підтверджують ефективність 
запропонованої адаптивної моделі та її 
здатність динамічно балансувати між 
точністю, латентністю, мережевими 
витратами та енергоспоживанням.

Рис. 3. Оцінка точності прогнозу: прогнозовані і реальні значення температури 
для різних стратегій інференсу
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Висновки
У статті запропоновано та реалізовано 

модель адаптивного розподілу інференсу
для мобільних прогнозних систем, 
орієнтовану на динамічне врахування 
контексту використання. Проведені 
експерименти підтвердили основну 
гіпотезу дослідження, згідно з якою 
контекстно залежний вибір між локальним 
та серверним шляхом виконання інференсу 
дозволяє досягти суттєво кращого балансу 
між латентністю, точністю, 
енергоспоживанням та витратами 
мережевого трафіку порівняно з 
монолітними підходами. У межах роботи 
формалізовано модель ухвалення рішення 
на основі мінімізації багатокритеріальної 
функції вартості, яка враховує поточний 
стан мобільного пристрою та 
характеристики мережевого з’єднання. 
Запропоновану модель реалізовано у 
вигляді менеджера адаптивного інференсу 
(AIM), інтегрованого в кросплатформенний 
клієнтський застосунок на базі Flutter та 
мікросервісний бекенд для серверного 
інференсу. Експериментальна оцінка 
продемонструвала ефективність підходу: 
середня латентність обробки запитів була 
зменшена приблизно на 35%, а споживання 
мережевого трафіку — на близько 60%  
порівняно з виключно серверним
рішенням, водночас зберігалася висока 
частка точних прогнозів на рівні близько 
85%. Отримані результати підтверджують 
доцільність використання адаптивного 
інференсу в мобільних прогнозних 
системах та визначають перспективи 
подальших досліджень у напрямі 
автоматичного налаштування вагових 
коефіцієнтів і розширення моделі на інші 
класи задач.
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ВИЗНАЧЕННЯ ПРІОРИТЕТНОСТІ ХМАРНИХ СЕРВІСІВ 
ДЛЯ ДИНАМІЧНОГО СТВОРЕННЯ ПРАВИЛ WAF

В статті розглянуто процес визначення пріоритетності хмарних сервісів, а також їх покриття мереже-
вим екраном. Проаналізовано структуру та основні параметри раніше зібраних хмарних гібридних 
конфігурацій. Приділено увагу особливостям розміщення хмарних сервісів у гібридних хмарах та їх 
покриттю мережевими екранами веб-додатків. Часто такі мережеві екрани входять до набору типо-
вих послуг таких сервісів як CloudFlare, надаючи можливість покривати одночасно всю гібридну 
хмару. Також розглянуто різні типи доступу до хмарних сервісів, які можуть забезпечувати як безпо-
середній доступ, так і використовувати реверсивне проксіювання, в якому відбувається термінування 
захищених з’єднань та застосування статичних та динамічних правил мережевого екрана. В даному 
дослідженні приділяється увага зібраним описовим даним про гібридні хмари з попередніх дослі-
джень, зокрема, хмарним сервісам, а також їхнім зв’язкам. У контексті даного дослідження патерни 
пріоритетності мають використовуватись для динамічного створення правил мережевого екрана. Па-
терни пріоритетності необхідні для динамічного створення дозволяючих або забороняючих правил. 
Це особливо актуально під час автоматизації налаштування мережевого екрана за допомогою інстру-
ментів генеративного штучного інтелекту. У статті запропоновано два показники для створення па-
тернів пріоритетності правил мережевого екрана – пріоритет доступності та пріоритет покриття ме-
режевим екраном. Пріоритет доступності визначає рівень критичності забезпечення беззбійного дос-
тупу певного хмарного сервісу. Пріоритет покриття мережевим екраном у свою чергу визначає рі-
вень обмеження доступу до хмарного сервісу. В даному дослідженні проведено експертне опитуван-
ня щодо параметрів доступності та захисту всіх хмарних сервісів, зібраних у попередньому дослі-
дженні. В статті пропонується використання цих двох показників для створення патернів пріоритет-
ності для мережевого екрана веб-додатків.
Ключові слова: обчислювальна хмара, мережевий екран, веб-додатки, динамічні правила

I.P. Malinich, Y.V. Ivanchuk

DEFINING OF CLOUD SERVICE PRIORITY FOR DYNAMIC 
CREATING WAF RULES

The article examines the process of determining the prioritization of cloud services and their coverage by 
network firewalls. The structure and key parameters of previously collected hybrid cloud configurations are 
analyzed. Particular attention is given to the specifics of cloud service deployment within hybrid clouds and 
their coverage by web application firewalls. Frequently, such firewalls are included among the standard ser-
vices offered by providers such as Cloudflare, allowing comprehensive protection of the entire hybrid cloud 
environment. 
The article also discusses different types of access to cloud services, which may provide either direct access 
or employ reverse proxying. In the latter case, secure connections are terminated, and both static and dy-
namic firewall rules are applied. This study focuses on descriptive data collected from previous research on 
hybrid clouds, particularly concerning cloud services and their interconnections. Within the context of this 
study, priority patterns are intended to be used for the dynamic generation of firewall rules. These priority 
patterns are necessary for dynamically creating either permissive or restrictive rules. This approach is espe-
cially relevant for automating firewall configuration using generative artificial intelligence tools. The article 
proposes two indicators for the development of firewall rule priority patterns: the availability priority and 
the firewall coverage priority. The availability priority determines the level of criticality in ensuring uninter-
rupted access to a specific cloud service, whereas the firewall coverage priority defines the degree of access 
restriction to that service. An expert survey was conducted as part of this research to evaluate the availabil-
ity and protection parameters of all cloud services collected in previous studies. The article proposes using 
these two metrics for creating priority patterns for the web application firewall.
Key words: cloud computing, firewall, web applications, dynamic rules.
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Вступ
У використанні обчислювальних 

хмар важливим аспектом є налаштування 
мережевого екрана (англ. Firewall). Мере-
жевий екран у обчислювальній хмарі пот-
рібен не лише для запобігання несанкціо-
нованому доступу, а й є одним із компоне-
нтів для запобігання DDoS-атакам. Одним 
із різновидів мережевого екрана є WAF 
(мережевий екран веб-додатків, англ. Web 
application firewall). Крім безпосередньо 
хмари WAF також надаються сервісами 
для протидії DDoS-атакам, такими як 
CloudFlare, Fastly та іншими [1]. Ці сервіси 
можуть динамічно створювати конфігура-
ції WAF, подібне застосування є ефектив-
ним у поєднанні з широко використовува-
ними фреймворками та/або дригунами на 
кшталт WordPress, Drupal, Joomla та інши-
ми [1]. Однак для нових API та веб-
додатків, які не використовують стандар-
тизовані шаблони доступу до контенту 
створення динамічних правил WAF може 
бути складнішим і потребувати більш тон-
кого налаштування з боку інженерів. За-
надто складні правила мережевого екрана
можуть сповільнювати доступ до API чи 
веб-додатків та споживати багато процесо-
рних ресурсів на стороні мережевого екра-
ну. Наукова цінність даного дослідження 
полягає у визначенні міри впливу атрибу-
тів хмарних сервісів та їхніх зв’язків на 
покриття мережевим екраном WAF.

Аналіз останніх досліджень і 
публікацій

Найбільш детально розглянуто 
принцип роботи WAF у статті [1]. Там мо-
делюються різні види атак та пояснюється,
як мережевий екран WAF може їх долати. 
У статті безпосередньо не розглядається 
створення правил WAF, не зважаючи на 
те, що сервіс CloudFlare, показаний у стат-
ті, має багато можливостей для налашту-
вання різних правил WAF. Сервіс 
CloudFlare має багато можливостей також
для захисту гібридних хмар, проте цього 
не було розглянуто у статті, оскільки дос-
ліджувалося використання одного сервера.
Структуру та зв’язки всередині гібридних 
хмар розглянуто у публікаціях [2, 3], однак 

приділено замало уваги мережевим екра-
нам WAF у поєднанні з гібридними хма-
рами. Автори статті [4] розглядають мож-
ливість балансування навантаження у му-
льтихмарних розгортаннях. Попри те, що у 
статті безпосередньо не розглядається 
конфігурація чи використання мережевих 
екранів у хмарах, результати дослідження 
можна використати при структуризації да-
них. У іншій статті [5] розглядаються сце-
нарії застосування гібридних хмар та опи-
суються пов’язані з ними безпекові ризи-
ки, яким можливо запобігти за допомогою 
мережевих екранів, однак не розглядається
їх практичне застосування. Робота [6] по-
казує різні варіанти організації хмарної ін-
страструктури та принцип їхньої взаємодії. 
В статті пояснюється, як організовується 
взаємодія приватної та публічної частини 
гібридної хмари, але водночас не розкри-
вається роль мережевого екрана. В публі-
кації [7] розглядається приклад мультих-
марного розгортання Kubernetes з викори-
станням сценаріїв Terraform. Сценарій,
який створив автор, передбачав розгортан-
ня, зокрема, у справжній гібридній хмарі, 
але автор не використав її через те, що 
провайдери приватних хмар працюють пе-
реважно за моделлю передплати, що 
ускладнює їх використання у навчальних 
цілях.

У попередньому дослідженні [8] 
було зібрано дані про гібридні хмарні 
конфігурації з різних джерел. В ньому бу-
ло зібрано структуровані дані про 158 гіб-
ридних хмарних конфігурацій, в яких су-
марно знаходяться дані про 1207 хмарних 
сервісів. Для видобутку застосовано засо-
би штучного інтелекту, зокрема, машин-
ний зір [9] для розпізнавання схем, а також 
можливості LLM-моделей для структуру-
вання даних про хмарні конфігурації  [10].

Перед дослідженням ставилися на-
ступні цілі:

− подальше доповнення та струк-
туризація даних, зібраних у попередньому 
дослідженні [8];

− отримання експертних рекомен-
дацій щодо налаштування мережевого ек-
рана;
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− аналіз отриманих даних і реко-
мендацій експертів.

Виклад основного матеріалу 
Після проведення першого дослі-

дження було зібрано колекцію хмарних 
конфігурацій, в якій кожна конфігурація 
була представлена у вигляді окремих фай-
лів JSON. Ієрархія об’єктів зображена на 
рис. 1. Гібридна хмара передбачає існу-
вання як мінімум двох "підхмар", одна з 
яких приватна, а інша – публічна. Під час
збору даних вони могли бути отримані із 
сценаріїв розгортання, таких як Terraform. 
За допомогою LLM-моделей OpenAI GPT-
4.1, OpenAI GPT-5 mini та DeepSeek-v3.1 
сценарії перетворювались у статичні дані у 
форматі JSON [8].

Рис. 1. Ієрархія об’єктів хмарної 
конфігурації у форматі JSON

Для кожного виявленого сервіса бу-
ло визначено тип, схожі типи об’єднано. В 
цілому виділено 20 типів, зокрема, веб-
додатки, API-додатки, бази даних, проксі-
сервери, кеші, DNS-сервери та інші [8]. 
Розподіл сервісів за основними  типами 
наведено на рис. 2.

Рис. 2. Розподіл сервісів за основ-
ними типами

У процесі обробки вхідних даних 
LLM-моделями було визначено додаткові 
параметри, які вони мали знайти або ви-
значити самостійно: підтримка кешування 
(cacheable), реплікації (replicable), масшта-
бування (extensible) та запуску на вимогу 
(ondemand). Приклад одного із сервісів на-
ведено на рис. 3.

Рис. 3. Атрибути хмарного сервісу

Іншим завданням було визначення 
зв’язків між сервісами. Значна частина 
сервісів уже мали зв'язки, особливо у ви-
падках, коли вони були явно передбачені у 
сценаріях Terraform (за допомогою аргу-
менту depends_on) чи були сполучені ліні-
ями на зображеннях, де було створено 
зв’язки (масив "links" на рис. 1). Для ви-
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значення неявних зв’язків, зокрема, у ви-
падках виявлення відособлених сервісів,
було застосовано LLM-модель Claude 
Sonnet 4.5. Також за допомогою даної мо-
делі визначено такі параметри, як можли-
вість захисту TLS (is_ssl) та використання 
бінарного протоколу (is_binary – напри-
клад, для HTTP буде значення false, оскі-
льки основна інформація запитів має текс-
товий формат). Приклад прив’язки зв’язку 
до сервісу зображено на рис. 4. Залежність 
визначається за допомогою параметру 
"is_dependency".

Рис. 4. Параметри пов’язаного сер-
вісу та характер зв’язку

Для визначення патернів пріоритет-
ності для створення правил мережевого 
екрана WAF залучено допомогу трьох не-
залежних експертів із конфігурування об-
числювальних хмар – DevOps-інженерів. 
Для визначення патернів пріоритетності 
введено два показники пріоритетності: 
пріоритет доступності та пріоритет пок-

риття мережевим екраном WAF. Для зруч-
ності експертів введено 10-ти бальну шка-
лу оцінювання кожного показника для ко-
жного окремого сервісу (цілі числа від 0 до 
10). Для цього для кожного сервісу LLM-
моделлю підготовлено коротку анотацію.

Пріоритет доступності визначає на-
скільки важливою є безперешкодна досту-
пність веб-сайту чи додатку для користу-
вачів. Найбільший пріоритет передбачає 
доступність хмарного сервісу навіть в 
умовах DDoS-атак. А пріоритет покриття 
мережевим екраном WAF визначає крити-
чність застосування додаткових заходів
захисту для попередження несанкціонова-
ного доступу чи експлуатації вразливос-
тей. Для визначення цих показників ство-
рено анкетування для експертів.

Для визначення пріоритету доступ-
ності експерти мали дати ствердну або за-
перечну відповідь на наступні питання: 
"для роботи сервісу має бути дотримання 
SLA на рівні не менш ніж 99.95%" (2 ба-
ли); "сервіс має працювати цілодобово" (2 
бали); "сервіс має бути доступним для ко-
ристувачів в умовах DDoS-атаки" (2 бали); 
"сервіс має бути доступним для індексу-
вання пошуковими ботами" (2 бали); "сер-
віс має бути доступним для соціальних ме-
реж та месенджерів" (1 бал); "сервіс має 
бути доступним для користувачів без до-
даткових перевірок" (1 бал).

Для визначення пріоритету покрит-
тя мережевим екраном WAF експертам 
було поставлено такі питання: "для досту-
пу до сервісу користувач має використову-
вати VPN-з’єднання" (2 бали); "для досту-
пу до сервісу користувач має пройти зви-
чайну автентифікацію" (2 бали); "для дос-
тупу до сервісу користувач має пройти 
двофакторну автентифікацію" (1 бал); "до-
ступ до сервісів відкриває доступ до інших 
сервісів передбачених безпосередніми 
зв’язками" (1 бал); "доступ до сервісів від-
криває доступ до інших сервісів поза без-
посередніми зв’язками" (1 бал); "доступ 
дозволено лише технічним співробітни-
кам" (1 бали); "для окремих методів REST 
API сервісу передбачений додатковий за-
хист" (1 бал); "існує можливість порушен-
ня роботи сервісу у разі важких запитів"
(1 бал).
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У процесі проведення опитування 
сервіси були розподілені між різними екс-
пертами у довільному порядку. Опитува-
льник виводив коротку анотацію хмарного 
сервісу, його технічні параметри (рис. 3), а 
також перелік сервісів, з якими він має 
зв’язок (рис. 4). За результатами опиту-
вання визначено рейтинг пріоритетів дос-
тупності та покриття мережевим екраном, 
який наведено у рис. 5 та таблиці 1.

Рис. 5. Середні пріоритети доступ-
ності та покриття за типом сервісів

У всіх сервісах присутній булевий 
атрибут "exposed", який визначає наявність 
зовнішнього доступу. Спосіб надання зов-
нішнього доступу до сервісу визначався у 
масиві "network" кожної відповідної час-
тини хмари. Існувало 4 типи забезпечення 
зовнішнього доступу до сервісів (рис. 6): 
реверсивний проксі з WAF-захистом 
(waf_protected), реверсивний проксі без 
WAF (proxy_exposed), доступ за допомо-
гою правил переадресації портів NAT 
(nat_exposed), а також відсутність зовніш-
нього доступу (no_network_rules).

Реверсивний проксі-сервер викори-
стовується переважно для доступу до сер-
вісів, доступ до який працює за протоко-
лом HTTP/HTTPS. Для класичних прото-
колів, таких як LDAP, DNS та SMTP реве-
рсивний проксі складно застосувати, тому 
доступ до них найчастіше забезпечується 
через переадресацію портів NAT.

Рис. 6. Розподіл сервісів за типом 
забезпечення мережевого доступу

Таблиця 1 

Пріоритети доступності та покриття 
за типом сервісів

Тип сервісу

Пріоритети

Доступ-
ність

Покриття 
мережевим 

екраном
web_app 8.2 5.8
api_app 6.8 7.1
sql_db 6.9 9.7
nosql_db 8.3 6.7
http_proxy 6.8 4.7
msg_broker 6.5 7.0
livestream 8.0 4.2
code_repository 5.5 8.1
logging 4.9 7.4
index 7.8 6.7
object_storage 6.0 8.2
cache 7.3 5.4
build 5.2 7.8
ai_ml 6.4 6.8
mail 7.4 6.1
dns 7.5 7.0
idp 6.2 9.6
firewall 5.3 8.3
monitoring 5.2 7.5
vpn 7.5 8.2
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Пріоритети експертів також визна-
чені за типами мережевого доступу та зо-
бражені на рис. 7 і наведені у таблиці 2.

Рис. 7. Пріоритети за типом забез-
печення мережевого доступу

Крім типу мережевого доступу на 
рішення експертів могли впливати також 
інші атрибути, зокрема, розширюваність, 
реплікація, запуск на вимогу та підтримка 
кешування (рис. 8).

Таблиця 2 

Пріоритети за типом забезпечення 
мережевого доступу

Зв’язок

Пріоритети

Доступність
Покриття 

мережевим 
екраном

waf_protected 6.4 7.6
nat_exposed 7.4 6.9
proxy_exposed 7.3 6.3
no_network_rules 7.8 6.3

Хоча горизонтальне масштабування 
сервісу чи запуск на вимогу дають значну 
гнучкість, але для них також має бути на-
лаштоване автоматичне створення правил 
мережевого екрана. Це актуально не лише 
коли до сервісів можливий доступ зовні, а 
й тоді коли до них здійснюється опосеред-
кований доступ через інші сервіси. В анке-
ті експертів демонструвались зв’язки із су-
сідніми сервісами, що теж могло вплинути 
на їхні рішення.

Рис. 8. Теплова карта впливу атри-
бутів сервісів на пріоритети експертів

Зв’язок між рішеннями експертів та 
станом атрибутів сервісів також наведено 
у вигляді теплової карти на рисунку 9.

Рис. 9. Теплова карта середніх пріо-
ритетів за станом атрибутів

У визначенні пріоритетів експертам 
важливо звертати увагу на пов’язані серві-
си та на характер зв’язків. Як можна поба-
чити з рисунку 10 та з таблиці 3, експерти 
виділили високими пріоритетами сильні 
залежні зв’язки між сервісами додатків та 
сервісами-контейнерами даних, такі як ба-
зи даних, об’єктні сховища та кеші даних. 
Це зумовлено високим рівнем зв’язності 
між ними [2].
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Рис. 10. Пріоритети зв’язків за ти-
пами сервісів

Хоча зв’язність у інженерії програ-
много забезпечення застосовується пере-
важно до програмних компонентів [1], і у 
хмарних обчисленнях зв'язність стосується
переважно зв’язків між сервісами-
додатками, але в контексті даного дослі-
дження зв’язність застосовується і до сер-
вісів-контейнерів даних.

Таблиця 3 

Залежності зв’язків між типами сервісів 
із пріоритетами сервісів

Зв’язок

Пріоритети

Доступ-
ність

Покриття 
мережевим 

екраном
1 web_app->api_app 8.3 5.3
2 build->code_repository 5.5 8.3
3 web_app-

>object_storage
7.8 6.0

4 web_app->index 8.6 5.3
5 ai_ml->sql_db 6.2 7.7
6 monitoring->dns 8.0 6.0
7 api_app->web_app 9.0 5.0
8 api_app->cache 8.1 6.0
9 api_app->sql_db 6.0 8.0

10 web_app->nosql_db 8.8 5.5
11 web_app->cache 8.8 5.5
12 mail->sql_db 6.8 8.2

13 web_app->nosql_db 8.8 5.5
14 idp->sql_db 6.0 9.2
15 mail->idp 7.0 9.0

Патерни пріоритетності мережевого 
екрана WAF, створені на основі пріорите-
тів доступності та покриття мережевим ек-
раном, являють собою метаправила, опи-
сані у вигляді директив у форматі JSON. У
подальшому їх можна використати для на-
дання інструкцій великим мовним моде-
лям, використовувати для моделювання 
мережевих екранів у хмарах, а також для 
навчання моделей штучного інтелекту.

Висновки
У статті запропоновано два показ-

ники для створення патернів пріоритетно-
сті мережевого екрана WAF – пріоритет 
доступності та пріоритет покриття мере-
жевим екраном. У дослідженні на основі 
раніше зібраних даних [8] проведено опи-
тування експертів. На основі анкетних да-
них розраховано ці показники, та з їхньою
допомогою зібрано дані про пріоритет-
ність типів хмарних сервісів, їхніх атрибу-
тів та зв’язків.

У подальшому планується переві-
рити ефективність роботи патернів пріори-
тетності мережевого екрана WAF, провес-
ти моделювання роботи зібраних хмарних 
конфігурацій у хмарному середовищі та 
з’ясувати, які види моделювання найкращі
для роботи мережевих екранів WAF у гіб-
ридному хмарному середовищі.

Застосування ШІ. За допомогою 
LLM-моделей OpenAI GPT-4.1, OpenAI 
GPT-5 mini та DeepSeek-v3.1 із текстових 
даних сформовано уніфіковані описові 
файли JSON з гібридними хмарними кон-
фігураціями. Моделі визначили типові ат-
рибути хмарних сервісів. Доповнення за-
браклих зв’язків між сервісами виконано 
за допомогою LLM-моделі Claude Sonnet 
4.5.
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С.В. Поперешняк, Б.Д. Горох

ПІДХІД ДО ПОШУКУ ВРАЗЛИВОСТЕЙ ВЕБСАЙТІВ 
НА ОСНОВІ СТАТИЧНОГО Й ДИНАМІЧНОГО АНАЛІЗУ

У статті запропоновано підхід до автоматизованого пошуку вразливостей вебсайтів на основі поєд-
нання статичного та динамічного аналізу в межах модульної архітектури сканера. Дослідження зумо-
влене зростанням кількості параметризованих URL у сучасних вебзастосунках і, як наслідок, надлиш-
ковість обходів та висока вартість багатоваріантних перевірок при обмежених часових і ресурсних 
бюджетах у сценаріях DevSecOps/CI/CD. Підхід базується на двоетапному конвеєрі: попередній ста-
тичний аналіз вебресурсу, що включає побудову карти сайту пошуковим роботом із контролем гли-
бини, вилучення кінцевих точок, параметрів і форм введення, а також нормалізацію URL -шаблонів 
через узагальнення динамічних ідентифікаторів;  динамічне тестування вразливостей для нормалізо-
ваної множини тестових точок із паралельним виконанням ізольованих перевірок та агрегацією ре-
зультатів у формати, придатні для автоматизованого оброблення. Запропоновано метрики оцінювання 
якості та продуктивності, зокрема precision/recall, коефіцієнт редукції запитів і пропускну здатність, 
що дозволяють кількісно оцінити ефект попередньої нормалізації та ефективність багатопотокової об-
робки. Реалізацію виконано як CLI-утиліту на Java з плагінною моделлю тестів, що спрощує розши-
рення системи під нові класи вразливостей без модифікації ядра. Експериментальну перевірку прове-
дено на еталонних вразливих застосунках OWASP Juice Shop і OWASP WebGoat та на власних проєк-
тах; показано суттєве скорочення часу роботи пошукового робота та досягнення прийнятної пропуск-
ної здатності залежно від умов розгортання. Отримані результати підтверджують доцільність комбі-
нування статичного структурування простору пошуку з цільовими динамічними перевірками для під-
вищення масштабованості та відтворюваності аналізу безпеки вебресурсів.
Ключові слова: веббезпека; вразливості; статичний аналіз; динамічний аналіз; URL-нормалізація; 
crawler; модульна архітектура; багатопотокове сканування; ІоТ, DevSecOps.

S. Popereshnyak, B. Horokh

AN APPROACH TO WEBSITE VULNERABILITY DETECTION
BASED ON STATIC AND DYNAMIC ANALYSIS

This paper proposes an approach to automated website vulnerability detection based on the combination of 
static and dynamic analysis within a modular scanner architecture. The motivation for this study arises from 
the growing number of parameterized URLs in modern web applications and, as a consequence, redundant 
crawling and the high cost of multi-variant testing under limited time and resource budgets in 
DevSecOps/CI/CD scenarios. The proposed approach is built on a two-stage pipeline: preliminary static 
analysis of a web resource, which includes sitemap construction by a crawler with depth control, extraction 
of endpoints, parameters, and input forms, as well as URL template normalization through the generalization 
of dynamic identifiers; and dynamic vulnerability testing for a normalized set of test points with parallel 
execution of isolated checks and aggregation of results into machine-readable formats. Quality and 
performance evaluation metrics are proposed, including precision/recall, the request reduction ratio, and 
throughput, which enable quantitative assessment of the impact of preliminary normalization and the 
efficiency of multithreaded processing. The implementation is realized as a Java-based CLI utility with a 
plugin-based testing model, facilitating extensibility for new vulnerability classes without modification of the 
core system. Experimental validation was conducted using benchmark vulnerable applications OWASP Juice 
Shop and OWASP WebGoat, as well as proprietary projects; the results demonstrate a significant reduction 
in crawler execution time and the achievement of acceptable throughput depending on deployment conditions. 
The obtained results confirm the effectiveness of combining static structuring of the search space with targeted 
dynamic checks to improve the scalability and reproducibility of web security analysis.
Key words: web security; vulnerabilities; static analysis; dynamic analysis; URL normalization; crawler; 
modular architecture; multithreaded scanning; IoT; DevSecOps.
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Вступ 

Вебзастосунки та вебсайти залиша-
ються одними з основних цілей кібератак 
через високу динамічність коду, залежність 
від сторонніх компонентів і складні лан-
цюги обробки користувацького введення. 
Типові класи вразливостей, зокрема,
ін’єкції, XSS, помилки конфігурації, слабкі 
HTTP-заголовки та SSRF проявляються як 
на рівні логіки застосунку, так і на рівні ро-
згортання та мережевої взаємодії, що зумо-
влює необхідність поєднання різних мето-
дів аналізу.

Поширення практик DevSecOps і 
CI/CD актуалізує потребу в автоматизова-
них і відтворюваних інструментах оціню-
вання безпеки вебресурсів. Водночас на 
практиці сканери стикаються з надлишко-
вим обходом великої кількості параметри-
зованих URL та високою вартістю багато-
варіантних перевірок для різних класів вра-
зливостей за обмежених часових і ресурс-
них бюджетів.

У роботі запропоновано підхід до 
пошуку вразливостей вебсайтів на основі 
комбінування статичного і динамічного 
аналізу в межах модульної архітектури ска-
нера. Підхід передбачає попередню побу-
дову карти сайту за допомогою crawler’а з 
обмеженням глибини, нормалізацію URL-
шаблонів для зменшення дублювання логі-
чно еквівалентних сторінок, багатопотоко-
вий запуск ізольованих тестів вразливостей 
та агрегування результатів у форматі, при-
датному для подальшого аналізу й інтегра-
ції.

Актуальність розроблення таких си-
стем зумовлена зростанням кількості й 
складності атак на вебресурси, які є крити-
чними компонентами сучасної інформацій-
ної інфраструктури та обробляють конфіде-
нційні дані. Автоматизовані засоби пошуку 
вразливостей дозволяють зменшити трудо-
місткість ручного аудиту, підвищити регу-
лярність перевірок і сприяють впрова-
дженню безпечних практик розроблення 
програмного забезпечення, що є ключовим 
чинником забезпечення стійкості вебзасто-
сунків.

Аналіз останніх досліджень 
і публікацій. 

У сучасних дослідженнях із безпеки 
вебзастосунків простежується стійка тенде-
нція до інтеграції засобів автоматизованого 
аналізу у процеси DevSecOps та CI/CD, а та-
кож до поєднання статичних і динамічних 
методів виявлення вразливостей. Значна кі-
лькість робіт зосереджена на подоланні об-
межень окремих підходів, зокрема висо-
кого рівня хибнопозитивних спрацювань 
статичного аналізу та ресурсомісткості ди-
намічного тестування.

У роботі [1] проведено системний 
аналіз проблеми хибнопозитивних спрацю-
вань у статичному аналізі, окреслено су-
часні підходи до її зменшення та підкрес-
лено доцільність комбінування SAST із ін-
шими видами аналізу для підвищення прак-
тичної цінності результатів. Ефективність 
динамічного аналізу вебзастосунків дослі-
джується в роботі [2], де показано, що ре-
зультативність чорних сканерів істотно за-
лежить від якості виявлення кінцевих точок 
і параметрів, а також від обмежень на кіль-
кість HTTP-запитів.

Концептуальні засади поєднання 
статичного й динамічного аналізу узагаль-
нено у [3], де обґрунтовано підхід зміша-
ного аналізу безпеки як способу підви-
щення масштабованості та відтворюваності 
перевірок безпеки вебзастосунків. Практи-
чні аспекти застосування шаблонного ста-
тичного аналізу для виявлення типових 
вразливостей OWASP Top 10 розглянуто у 
роботі [4], що підтверджує доцільність ви-
користання легковагових статичних мето-
дів як попереднього фільтра.

Порівняльний огляд сучасних пара-
метрів безпеки вебзастосунків і тенденцій 
їх розвитку наведено у дослідженні [5], де 
підкреслюється необхідність переходу до 
модульних і адаптивних засобів аналізу 
безпеки. Роботи [6], [7] присвячені застосу-
ванню інтелектуальних систем і методів 
машинного навчання для виявлення вторг-
нень та аномалій, що демонструє потенціал 
таких підходів для зменшення кількості хи-
бних спрацювань і підвищення точності де-
текції.
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Питання інтерпретації та візуалізації 
результатів динамічного тестування у скла-
дних багатопроєктних середовищах розгля-
нуто в роботі [8], а використання методів 
машинного навчання для виявлення веба-
так — у дослідженні [9]. Ці роботи підкрес-
люють актуальність поєднання класичних 
методів аналізу з інтелектуальними підхо-
дами та структурованим поданням резуль-
татів.

Таким чином, аналіз сучасних публі-
кацій показує, що актуальною науково-
практичною задачею залишається інжене-
рно обґрунтоване комбінування статичного 
структурування простору пошуку з цільо-
вими динамічними перевірками в межах 
модульних і масштабованих архітектур. За-
пропонований у даній роботі підхід відпо-
відає цим тенденціям і розвиває їх у напря-
мку зменшення надлишкових перевірок та 
підвищення ефективності автоматизова-
ного аналізу безпеки вебресурсів.

Мета та завдання дослідження. 
Метою роботи є розроблення та обґрунту-
вання підходу до пошуку вразливостей 
вебсайтів на основі поєднання статичного 
та динамічного аналізу в модульній архіте-
ктурі сканера, який зменшує надлишкові 
запити за рахунок нормалізації URL-шаб-
лонів, забезпечує масштабоване багатопо-
токове виконання тестів та формує резуль-
тати у вигляді, придатному для інтеграції з 
процесами забезпечення якості та безпеки 
програмного забезпечення.

Виклад основного матеріалу 
Вимоги до програмного забезпе-

чення та обґрунтування технологічних 
рішень. Сучасні вебзастосунки є базовим
середовищем реалізації бізнес-процесів у 
сферах електронної комерції, фінансових 
послуг, електронного урядування та цифро-
вих сервісів. Водночас зростання функціо-
нальної складності вебресурсів супрово-
джується підвищенням рівня ризиків, зумо-
влених як технічними чинниками, так і 
людським фактором. Незважаючи на знач-
ний розвиток засобів захисту, найбільш по-
ширеними залишаються такі класи вразли-
востей, як SQL-ін’єкції, міжсайтове вико-
нання сценаріїв (XSS), підробка міжсайто-

вих запитів (CSRF), а також помилки в ме-
ханізмах автентифікації та авторизації. 
Ефективне виявлення зазначених вразливо-
стей потребує використання спеціалізова-
них програмних засобів, огляд яких було 
здійснено в попередньому розділі.

Аналіз наявних інструментів пока-
зує, що більшість із них або орієнтовані на 
вузьке коло задач, або характеризуються 
високою ресурсомісткістю та обмеженою 
гнучкістю налаштувань. У зв’язку з цим ви-
никає необхідність формування узагальне-
них системних вимог до програмного забез-
печення, яке поєднує ефективність автома-
тизованого аналізу з можливістю адаптації 
до різних сценаріїв використання. Ключо-
вими вимогами в цьому контексті є висока 
точність сканування, помірні витрати обчи-
слювальних ресурсів, гнучкі механізми 
конфігурації, підтримка інтеграції з іншими 
засобами безпеки через стандартизовані 
формати даних, а також можливість пода-
льшого розширення функціональності.

На основі зазначених міркувань сфо-
рмульовано такі системні вимоги до розро-
блюваного програмного забезпечення: за-
безпечення кросплатформної роботи з підт-
римкою основних операційних систем; ви-
користання модульної архітектури, що до-
зволяє додавати нові типи перевірок без мо-
дифікації ядра; мінімальний поріг входу 
для інтеграції із зовнішніми інструментами 
та процесами; підтримка декількох форма-
тів звітності, зокрема, HTML і JSON для по-
дальшого аналізу результатів.

Відповідно до визначених вимог об-
ґрунтовано вибір технологічних рішень. За
основний спосіб взаємодії з користувачем 
обрано інтерфейс командного рядка, що за-
безпечує простоту розгортання, зручність 
автоматизації та інтеграції з іншими систе-
мами, а також відсутність потреби у додат-
ковій серверній інфраструктурі. Для реалі-
зації програмного забезпечення викорис-
тано мову програмування Java, яка гарантує 
кросплатформність, надає розвинені засоби 
для паралельного виконання завдань і міс-
тить зрілу екосистему бібліотек для роботи 
з HTTP-протоколом та модульною архітек-
турою.

Функціональну логіку роботи сис-
теми формалізовано за допомогою BPMN-
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моделі бізнес-процесу «Пошук вразливос-
тей веб-сайту» (Рис.1).

Відповідно до цієї моделі користу-
вач ініціює процес, задаючи адресу вебре-
сурсу для аналізу та, за потреби, додаткові 
параметри, що визначають пріоритети або 
обмеження тестування. У разі некоректно-
сті введених даних або недоступності ресу-
рсу система формує повідомлення про по-
милку. Далі здійснюється послідовне або 
паралельне виконання набору перевірок на 
наявність вразливостей, під час якого кори-
стувач може отримувати попереджувальні 
повідомлення про виявлення критичних ри-
зиків. Завершальним етапом є формування 
звіту з результатами аналізу та інформу-
вання користувача про місце його збере-
ження.

Запропонована сукупність вимог і 
технологічних рішень створює основу для 
реалізації підходу, що відповідає меті дос-
лідження та забезпечує практичну придат-
ність системи для автоматизованого по-
шуку вразливостей вебсайтів.

Комбінування статичного і дина-
мічного аналізу. Запропонований у роботі 
підхід до пошуку вразливостей вебсайтів 
базується на поєднанні методів статичного 
та динамічного аналізу в межах єдиного ке-
рованого процесу сканування. Таке комбі-
нування дозволяє зменшити надлишковість 
динамічних перевірок, підвищити відтво-
рюваність результатів та оптимізувати ви-
користання обчислювальних і мережевих 
ресурсів без втрати повноти аналізу.

На першому етапі застосовується 
статичний аналіз вебресурсу, який викону-
ється без активної взаємодії з логікою сер-

вера. У межах цього етапу здійснюється по-
будова мапи сайту за допомогою пошуко-
вого робота, аналіз структури HTML-доку-
ментів, форм введення даних, параметризо-
ваних URL та HTTP-заголовків. Результа-
том статичного аналізу є множина виявле-
них кінцевих точок, які потенційно можуть 
бути вразливими до експлуатації.

Нехай 𝑈𝑈 — множина всіх URL-адрес, 
виявлених у процесі обходу вебресурсу. З 
метою зменшення надлишкового скану-
вання виконується нормалізація URL-шаб-
лонів, у ході якої динамічні параметри (чи-
слові ідентифікатори, UUID, хеші тощо) за-
мінюються узагальненими маркерами. У 
результаті формується зменшена множина 
логічно унікальних шаблонів:

𝑈𝑈𝑛𝑛 ⊆ 𝑈𝑈.
Для кожного нормалізованого шаб-

лону 𝑢𝑢 ∈ 𝑈𝑈𝑛𝑛 визначається множина параме-
трів 𝑃𝑃(𝑢𝑢), що використовуються у запитах 
або формах введення даних. Тоді множина 
тестових точок для динамічного аналізу ви-
значається як:

𝑇𝑇 = ⋃ 𝑃𝑃(𝑢𝑢)
𝑢𝑢∈𝑈𝑈𝑛𝑛

.

Таким чином, динамічні перевірки 
виконуються не для всіх виявлених URL, а 
лише для узагальнених шаблонів і пов’яза-
них із ними параметрів, що істотно скоро-
чує кількість HTTP-запитів.

Ефективність такого поєднання ста-
тичного та динамічного аналізу може бути 
кількісно оцінена за допомогою коефіціє-
нта редукції запитів:

Рис. 1. Схема бізнес-процесу «Пошук вразливостей вебсайту»
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𝑅𝑅 = 1 − ∣ 𝑈𝑈𝑛𝑛 ∣
∣ 𝑈𝑈 ∣ ,

де ∣ 𝑈𝑈 ∣ — кількість первинно вияв-
лених URL, а ∣ 𝑈𝑈𝑛𝑛 ∣ — кількість нормалізо-
ваних URL-шаблонів. Значення цієї мет-
рики характеризує ступінь зменшення над-
лишкових перевірок за рахунок поперед-
нього статичного аналізу.

На другому етапі здійснюється ди-
намічний аналіз, який полягає у виконанні 
активних тестів вразливостей (DAST) для 
кожної точки 𝑡𝑡 ∈ 𝑇𝑇. Динамічні перевірки 
реалізуються у вигляді ізольованих асинх-
ронних задач, що виконуються паралельно 
та використовують різні корисні наванта-
ження (payloads) залежно від класу вразли-
вості. Такий підхід дозволяє поєднати гли-
бину аналізу з прийнятним часом вико-
нання та контрольованим навантаженням 
на цільовий ресурс.

Загальний конвеєр комбінування 
статичного і динамічного аналізу в розроб-
леній системі пошуку вразливостей вебсай-
тів наведено на рис. 2. Представлена схема 
ілюструє послідовність переходу від пер-
винного збору інформації про вебресурс до 
виконання цільових динамічних перевірок 
та агрегування результатів у єдиний звіт.

Рис. 2. Конвеєр комбінування стати-
чного та динамічного аналізу у системі по-
шуку вразливостей вебсайтів

Узагальнено процес комбінування 
статичного та динамічного аналізу може 
бути поданий у вигляді композиції операто-
рів:

𝐴𝐴 = 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑊𝑊)),

де 𝑊𝑊 — цільовий вебресурс, 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(⋅) — опе-
ратор статичного аналізу, що формує стру-
ктуру тестових точок, а DAST(⋅) — оператор 
динамічного тестування, який виконує ак-
тивні перевірки на вразливості.

Запропонований підхід дозволяє по-
єднати переваги статичного аналізу, зок-
рема, масштабованість і низьку інвазив-
ність, із точністю та практичною значущі-
стю динамічного тестування. Це забезпечує 
зменшення надлишкових запитів, підви-
щення ефективності сканування та придат-
ність системи до використання в автомати-
зованих процесах забезпечення якості та 
безпеки вебзастосунків.

Архітектура програмного забезпе-
чення системи пошуку вразливостей. 
Для реалізації запропонованого підходу до 
автоматизованого пошуку вразливостей 
вебсайтів обрано модульну архітектуру 
програмного забезпечення з підтримкою 
розширення функціональності через пла-
гіни. Така архітектура забезпечує гнучкість 
системи, її адаптацію до різних класів враз-
ливостей і можливість еволюційного розви-
тку без модифікації ядра.

Архітектурні рішення ґрунтуються 
на використанні усталених проєктних пате-
рнів, що дозволяє досягти балансу між роз-
ширюваністю, продуктивністю та зручні-
стю супроводу. Кожен тип перевірки враз-
ливостей реалізується як окремий плагін, 
який динамічно підвантажується під час ви-
конання, що спрощує додавання нових ал-
горитмів статичного та динамічного ана-
лізу. Реалізація плагінного механізму базу-
ється на Java ServiceLoader API та забезпе-
чує ізоляцію модулів тестування і зниження 
ризику поширення помилок між компонен-
тами.

Взаємодія користувача з системою 
організована через інтерфейс командного 
рядка із застосуванням патерну Command, 
що дозволяє відокремити обробку команд 
від бізнес-логіки та спростити розширення 
набору функцій. Реалізація механізмів тес-
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Selection of test points

Dynamic analysis (DAST)
(payload injection)
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тування вразливостей ґрунтується на пате-
рні Strategy, який забезпечує взаємозамін-
ність алгоритмів виявлення та підтримує 
комбінування статичних і динамічних ме-
тодів аналізу в межах одного процесу ска-
нування.

Для підвищення продуктивності си-
стема підтримує багатопотокове виконання 
перевірок із використанням механізмів Java 
Concurrency API. Паралельне виконання не-
залежних тестів дозволяє скоротити час 
аналізу та забезпечити масштабованість на 
багатоядерних обчислювальних платфор-
мах.

Зберігання сигнатур вразливостей, 
шаблонів тестування та результатів скану-
вання реалізовано у форматі структурова-
них JSON-файлів без використання зовніш-
ніх СУБД. Таке рішення підвищує портати-
вність програмного забезпечення та спро-
щує його розгортання й оновлення. Архіте-
ктура системи узгоджується із принципом
єдиної відповідальності та передбачає чіт-
кий розподіл функцій між модулем коман-
дного інтерфейсу, ядром керування проце-
сом аналізу, підсистемою плагінів, моду-
лями сканування та формування звітів, що 

Рис. 3. Діаграма C4 Model першого рівня
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спрощує тестування, супровід і подальший 
розвиток системи.

Загальна структура системи та взає-
модія її компонентів відображені за допо-
могою діаграм C4 Model першого та дру-
гого рівнів (рисунки 3 і 4).

Для наочного подання структури 
програмного забезпечення та взаємодії його 
складових у роботі використано нотацію C4 
Model, яка дозволяє поетапно деталізувати 
архітектурні рішення від загального контек-
сту до рівня окремих компонентів. 

Діаграма першого рівня (Context 
Diagram) відображає систему пошуку враз-
ливостей як єдиного програмного компле-
ксу, що взаємодіє з користувачем та зовні-
шніми вебресурсами, які підлягають ана-
лізу. На цьому рівні акцент зроблено на 
ролі системи в загальному процесі забезпе-
чення безпеки вебсайтів та її інтеграції в ро-
бочі сценарії використання. 

Діаграма другого рівня (Container 
Diagram) деталізує внутрішню структуру 
системи, виокремлюючи основні контей-
нери та модулі, зокрема, командний інтер-
фейс, ядро керування процесом скану-
вання, підсистему плагінів, модуль вико-

нання тестів і підсистему формування зві-
тів, а також їхні інформаційні потоки. Така 
декомпозиція дозволяє чітко простежити 
розподіл відповідальності між компонен-
тами та обґрунтовує вибір модульної архі-
тектури як основи для реалізації запропоно-
ваного підходу до пошуку вразливостей 
вебсайтів.

Конструювання програмного за-
безпечення. Програмна реалізація системи 
пошуку вразливостей вебсайтів базується 
на сукупності алгоритмічних та інженерних 
рішень, спрямованих на підвищення ефек-
тивності виявлення вразливостей і оптимі-
зацію використання обчислювальних ресу-
рсів. Реалізація виконана у вигляді набору 
взаємодіючих компонентів, інкапсульова-
них у відповідні класи з перевизначенням 
базових методів та модифікацією традицій-
них підходів до аналізу вебресурсів. До 
ключових функціональних компонентів си-
стеми належать інтелектуальний пошуко-
вий робот, набір тестів вразливостей та ме-
ханізми запобігання циклічному вико-
нанню процесів сканування. Основні ком-
поненти та відповідні алгоритмічні рі-
шення системи узагальнено в табл. 3.1.

Рис. 4. Діаграма C4 Model другого рівня
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Таблиця 1. Основні компоненти та алгоритмічні рішення системи

Компонент Призначення Ключові алгоритмічні / інженерні 
рішення

URL-нормалізація Усунення надлишкового 
сканування

Узагальнення динамічних параметрів 
URL за шаблонами

Web crawler Побудова мапи сайту Рекурсивний обхід з обмеженням гли-
бини та фільтрацією

Модулі тестування Виявлення вразливостей Strategy-патерн для різних типів атак

Паралельний вико-
навець Прискорення аналізу ExecutorService, асинхронна агрегація

Модель даних Зберігання результатів Незмінні структури, JSON-серіаліза-
ція

CLI-інтерфейс Взаємодія з користувачем Command-патерн, Picocli

Центральним елементом логіки ана-
лізу є алгоритм нормалізації URL-шабло-
нів, реалізований у модулі попередньої об-
робки даних. Його призначення полягає в 
усуненні надлишкового сканування сторі-
нок з ідентичною структурною логікою, які 
відрізняються лише значеннями динаміч-
них параметрів. Алгоритм виконує деком-
позицію URL-адреси на сегменти та засто-
совує набір регулярних виразів для вияв-
лення типових змінних ідентифікаторів 
(UUID, числові та шістнадцяткові зна-
чення, хеші), які замінюються узагальне-
ними маркерами. Це дозволяє агрегувати 
множину фактичних URL в єдиний шаблон 
для подальшого тестування та істотно ско-
ротити час сканування без втрати повноти 
аналізу.

Підвищення продуктивності сис-
теми досягається за рахунок багатопотоко-
вого виконання перевірок із використанням 
пулу потоків, розмір якого конфігурується 
відповідно до апаратних можливостей пла-
тформи. Кожен тест на вразливість (SQL-
ін’єкції, XSS, CSRF тощо) виконується як 
ізольоване асинхронне завдання з подаль-
шою агрегацією результатів, що забезпечує 
ефективне використання багатоядерних си-
стем і скорочення загального часу аналізу.

Процес підготовки даних підтриму-
ється інтелектуальним пошуковим робо-
том, який реалізує рекурсивний обхід 

вебресурсу з обмеженням глибини та філь-
трацією статичних ресурсів. Такий підхід 
дозволяє сформувати мапу сайту, зосере-
джену на потенційно вразливих елементах, 
зокрема, сторінках із формами введення та 
параметризованими запитами.

Програмна структура системи побу-
дована відповідно до принципів об’єктно-
орієнтованого програмування з викорис-
танням усталених патернів проєктування. 
Патерн Factory уніфікує створення модулів 
тестування, Strategy забезпечує взаємоза-
мінність алгоритмів виявлення вразливос-
тей, Builder використовується для гнучкого 
формування конфігурацій сканування, а 
Command реалізує взаємодію з користува-
чем через інтерфейс командного рядка, 
спрощуючи автоматизацію використання 
інструмента.

Модель даних системи спроєктована 
на основі незмінних структур, що гарантує 
коректність роботи в умовах багатопотоко-
вого доступу. Основними сутностями є мо-
делі вразливостей, результати сканування та 
контекст виконання, який зберігає конфігу-
рацію та стан HTTP-клієнта. Такий підхід до-
зволяє уникнути станів гонки та забезпечити 
цілісність даних під час паралельної обробки.

З урахуванням портативного харак-
теру інструмента збереження даних реалі-
зовано без використання реляційних СУБД 
— на основі файлової системи у форматі 
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JSON. Результати аналізу зберігаються у 
структурованому, людиночитабельному 
вигляді, придатному для подальшого ана-
лізу та експорту. Корисні навантаження для 
тестів також зберігаються у зовнішніх 
JSON-ресурсах, що дозволяє оновлювати 
базу знань системи без перекомпіляції про-
грамного коду.

Технологічний стек реалізації базу-
ється на мові програмування Java та бібліо-
теках з відкритим кодом. Для реалізації 
CLI-інтерфейсу використано Picocli, мере-
жева взаємодія здійснюється через HTTP-
клієнт OkHttp, аналіз HTML-коду — за до-
помогою Jsoup, а серіалізація даних — біб-
ліотекою Jackson. Логування реалізовано з 
використанням SLF4J і Logback, візуаліза-
цію прогресу забезпечують Jansi та 
ProgressBar, а збірка й керування залежнос-
тями виконуються за допомогою Gradle.

Аналіз якості програмного забез-
печення. З урахуванням функціонального 
призначення та архітектурних особливос-
тей розробленої системи для пошуку враз-
ливостей вебсайтів якість програмного за-
безпечення оцінювалася за прикладно-оріє-
нтованими метриками, що відображають як 
ефективність виявлення загроз, так і проду-
ктивність роботи системи. До них належать 
точність і повнота, коефіцієнт редукції за-
питів та пропускна здатність.

Метрики точності (precision) та пов-
ноти (recall) визначалися на основі тесту-
вання системи на заздалегідь відомих враз-
ливих вебзастосунках і характеризують 
здатність коректно ідентифікувати реальні 
вразливості, відрізняти їх від хибних спра-

цювань і забезпечувати покриття відомих 
класів загроз у процесі статичного та дина-
мічного аналізу.

Коефіцієнт редукції запитів викори-
стано для оцінювання ефективності алгори-
тму нормалізації URL-шаблонів і характе-
ризує зменшення кількості HTTP-запитів за 
рахунок усунення дубльованих логічних 
сутностей без втрати повноти аналізу. Про-
пускна здатність системи відображає ефек-
тивність реалізації багатопотокової архіте-
ктури та накладні витрати HTTP-клієнта 
OkHttp, визначаючи кількість запитів, що 
обробляються за одиницю часу.

Експериментальна перевірка якості 
програмного забезпечення виконувалася з 
використанням еталонних вразливих вебза-
стосунків OWASP Juice Shop і OWASP 
WebGoat, а також власних експерименталь-
них проєктів.

У процесі оптимізації алгоритмів та 
архітектурних рішень було досягнуто істот-
ного покращення продуктивності: час ро-
боти пошукового робота скоротився приб-
лизно з 30 хвилин до 2 хвилин для типового 
сценарію аналізу. Пропускна здатність сис-
теми становить близько 150 запитів за секу-
нду для локально розгорнутих ресурсів і до 
10 запитів за секунду для віддалених сайтів.
Під час тестування підтверджено здатність 
платформи ефективно виявляти проблеми 
конфігурації CORS-заголовків, параметрів, 
потенційно вразливих до SSRF, а також інші 
поширені конфігураційні та логічні вади за-
лежно від специфіки цільового ресурсу.

Основні результати експеримента-
льної оцінки узагальнено в табл. 2.

Таблиця 2. Результати оцінювання якості та продуктивності програмного забезпечення

Метрика Умови тестування Отримане зна-
чення

Час роботи пошукового робота До оптимізації ~30 хв

Час роботи пошукового робота Після оптимізації ~2 хв

Пропускна здатність Локально розгорнутий ресурс ~150 запитів/с

Пропускна здатність Віддалений вебсайт ~10 запитів/с

Виявлення CORS-вразливостей OWASP Juice Shop, WebGoat Успішне
Виявлення параметрів, вразливих до 
SSRF Еталонні та власні проєкти Успішне
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Обговорення результатів та 
перспективи розвитку

Отримані результати підтверджують 
доцільність запропонованого підходу до 
пошуку вразливостей вебсайтів на основі 
поєднання статичного й динамічного ана-
лізу в межах модульної архітектури. Експе-
риментальні дані свідчать, що попередня 
статична обробка у вигляді побудови мапи 
сайту та нормалізації URL-шаблонів істо-
тно зменшує надлишковість динамічних 
перевірок і дозволяє скоротити загальний 
час сканування без втрати повноти аналізу.

Застосування коефіцієнта редукції 
запитів показало, що значна частина HTTP-
запитів, характерних для традиційних ди-
намічних сканерів, може бути усунена за 
рахунок агрегування логічно еквівалентних 
URL. Це особливо важливо для сучасних 
вебзастосунків із великою кількістю пара-
метризованих посилань, де без оптимізації 
простір пошуку зростає експоненційно. 
Тож, запропонований підхід підвищує мас-
штабованість аналізу та зменшує наванта-
ження на цільовий ресурс, що є критичним 
у середовищах DevSecOps і CI/CD.

Оцінювання пропускної здатності 
підтвердило ефективність реалізованої ба-
гатопотокової архітектури. Досягнуті пока-
зники швидкості обробки запитів свідчать 
про здатність системи виконувати динамі-
чні перевірки у прийнятні часові межі для 
вебресурсів різного рівня складності. Ізоля-
ція тестів у вигляді асинхронних задач зни-
жує ризик взаємного впливу перевірок і пі-
двищує стабільність роботи системи.

Практичну придатність підходу під-
тверджено результатами виявлення конфі-
гураційних і параметричних вразливостей, 
зокрема, пов’язаних із налаштуванням 
CORS-заголовків та потенційними SSRF-
ризиками. Це демонструє, що навіть без за-
лучення складних евристик або моделей 
машинного навчання можливо досягти при-
йнятного рівня точності та повноти за раху-
нок інженерно обґрунтованої організації 
процесу аналізу.

Водночас експериментальні резуль-
тати вказують на певні обмеження запропо-
нованого рішення. Ефективність нормаліза-
ції URL-шаблонів залежить від якості еври-

стик виділення динамічних параметрів, що 
в окремих випадках може призводити до 
неповної редукції дубльованих запитів. 
Крім того, поточна реалізація динамічних 
тестів орієнтована переважно на класичні 
вразливості та конфігураційні помилки й 
повною мірою не охоплює складні логічні 
або контекстно-залежні дефекти.

Подальший розвиток підходу доці-
льно спрямувати на підвищення адаптивно-
сті та інтелектуальності системи, зокрема,
шляхом удосконалення механізмів плану-
вання динамічних перевірок і поглиблення 
статичного аналізу клієнтського коду. Інте-
грація зі стандартами звітності та зовніш-
німи засобами керування вразливостями та-
кож підвищить практичну цінність розроб-
леного рішення для промислового застосу-
вання.

Висновки
У статті розроблено та обґрунтовано 

підхід до пошуку вразливостей вебсайтів на 
основі поєднання статичного й динаміч-
ного аналізу в межах модульної архітек-
тури програмного забезпечення. Запропо-
новане рішення орієнтоване на підвищення 
ефективності автоматизованого аналізу 
безпеки вебресурсів через зменшення над-
лишкових перевірок, оптимізації викорис-
тання обчислювальних ресурсів і забезпе-
чення масштабованості системи.

У процесі дослідження сформульо-
вано системні та архітектурні вимоги до 
програмного забезпечення для пошуку вра-
зливостей вебсайтів з урахуванням сучас-
них практик DevSecOps та обмежень реаль-
них середовищ експлуатації. Запропоно-
вано алгоритм нормалізації URL-шаблонів, 
який дозволяє агрегувати логічно еквівале-
нтні сторінки з різними динамічними пара-
метрами та істотно скоротити кількість 
HTTP-запитів без втрати повноти аналізу. 
Модульна архітектура сканера з підтрим-
кою плагінів і застосуванням усталених па-
тернів проєктування забезпечує керовану 
розширюваність та спрощує інтеграцію но-
вих механізмів статичного і динамічного 
тестування.

Реалізація багатопотокового вико-
нання перевірок як асинхронних задач до-
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зволила ефективно використовувати обчис-
лювальні ресурси багатоядерних систем і 
суттєво зменшити загальний час скану-
вання. Запропонований підхід до оціню-
вання якості програмного забезпечення, що 
базується на метриках точності й повноти, 
коефіцієнта редукції запитів і пропускної 
здатності, забезпечив об’єктивну експери-
ментальну перевірку ефективності розроб-
леного інструмента.

Результати експериментів, отримані 
під час тестування на еталонних вразливих 
вебзастосунках та власних проєктах, підт-
вердили практичну придатність запропоно-
ваного підходу. Було досягнуто істотного 
покращення продуктивності системи та 
продемонстровано здатність виявляти ни-
зку поширених конфігураційних і парамет-
ричних вразливостей у реальних умовах.
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МЕТОДИ РЕАЛІЗАЦІЇ АВТОНОМНОСТІ КВАДРОКОПТЕРІВ
НА ОСНОВІ ГІБРИДНИХ МЕТОДІВ НАВЧАННЯ

У роботі здійснено огляд та представлено аналіз методів реалізації автономності квадрокоптерів. Пока-
зано недоліки та обмеження класичного конвеєрного підходу «Сприйняття-Планування-Керування». Од-
ним з його фундаментальних обмежень є нездатність математичних моделей врахувати всі складні ефе-
кти непередбачуваного середовища. Натомість застосування алгоритмів машинного навчання дозволяє 
реалізовувати агентів керування на основі досвіду взаємодії агента з реальним чи симульованим середо-
вищем. Це значно покращує адаптивність системи до нестандартних умов. Основна частина роботи при-
свячена порівнянню методів машинного навчання, що застосовувались до задачі реалізації автономності 
квадрокоптерів. Детально розглянуто методи навчання з підкріпленням. Зокрема, показано, що алгори-
тми, які не використовують модель світу, здатні перевершувати професіних пілотів в окремих задачах. 
Проте вони потребують значних обсягів даних та часу для навчання. Натомість навчання з підкріпленням 
на основі моделей підвищує ефективність тренування. В процесі тренування агент вивчає модель світу, 
що дозволяє йому передбачати динаміку середовища. Окремо в статті було розглянуто імітаційне нав-
чання та похідні від нього. Ефективним підходом є послідовне застосування імітаційного навчання та 
навчання з підкріпленням, що дозволяє поєднувати їхні переваги. Було також розглянуто дослідження,
що спираються на фізично інформовані методи, які базуються на використанні диференційованих симу-
ляторів. Диференційовані симулятори дозволяють обчислювати градієнти функції втрат відносно пара-
метрів керування. Всі розглянуті методи було проаналізовано в розрізі ефективності використання да-
них, вимог до обчислювальних ресурсів та фундаментальних обмежень. Результати аналізу можуть бути 
використані для вибору архітектури системи керування квадрокоптером залежно від доступних обчис-
лювальних ресурсів та специфіки конкретного завдання.
Ключові слова: квадрокоптери, автономний політ, машинне навчання, навчання з підкріпленням, іміта-
ційне навчання, бортовий комп'ютер, польотний контролер, диференційована симуляція.

I.P. Ramyk, Ya.M. Linder 

METHODS FOR
IMPLEMENTING QUADROTORS AUTONOMY BASED 

ON HYBRID LEARNING METHODS

This paper reviews and analyzes methods for achieving quadcopter autonomy. It shows disadvantages and lim-
itations of the classical "Perception-Planning-Control" pipeline. A fundamental limitation of this approach is the 
inability of mathematical models to take into account all complex effects of the unpredictable environment. In 
return, the application of machine learning algorithms enables the implementation of control agents based on 
experience of interactions with real or simulated environments, significantly improving system adaptability to 
non-standard conditions. The core of this work compares machine learning methods applied to quadcopter au-
tonomy task. It provides a detailed overview of reinforcement learning. It is shown that model-free algorithms 
are able to outperform professional human pilots in specific tasks. However, they require significant amounts of 
data and training time. In return, model-based reinforcement learning improves training efficiency. During the 
training, the agent learns a world model that can be used to predict environment dynamics. The article also 
explores imitation learning and derived methods. An effective approach is to sequentially apply imitation learn-
ing and reinforcement learning, which combines the strengths of both approaches. The paper reviews works 
relying on physics-informed methods using differentiable simulators. Differentiable simulators are used to cal-
culate loss function gradients relative to control parameters. All discussed methods are analyzed regarding data
efficiency, computational resource requirements, and fundamental limitations. The analysis results can be used 
to select quadcopter control architectures based on available computational resources and specific task require-
ments.
Keywords: quadrotors, autonomous flight, machine learning, reinforcement learning, imitation learning, com-
panion computer, flight controller, differentiable simulation.
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Вступ
Системи керування квадрокопте-

рами удосконалюються, перетворюючись 
на складні системи, здатні самостійно вико-
нувати комплексні задачі без втручання 
людини.

Класичні методи високорівневої ав-
томатизації польоту реалізують конвеєр 
“Сприйняття-Планування-Керування”, де 
окремі компоненти виконують ізольовані 
задачі на основі математичних моделей. 
Цей підхід забезпечує на виході передбачу-
вану модель, проте вона не може врахувати 
всі аспекти складного середовища.

Методи машинного навчання дося-
гають автономності інакше, а саме шляхом 
навчання стратегій керування через досвід. 
Такі методи дозволяють системам керу-
вання вдосконалюватись безпосередньо з 
даних польотів (симульованих або реаль-
них). 

Ця стаття розглядає апаратну архіте-
ктуру квадрокоптерів, а також методи реа-
лізації їхньої автономності від класичних 
підходів до сучасних алгоритмів машин-
ного навчання. В роботі розглянуто їхні пе-
реваги та обмеження.

Апаратна архітектура 
квадрокоптера

У дослідженнях, присвячених авто-
номним квадрокоптерам, обчислювальні 
задачі зазвичай розподіляються між двома 
компонентами: низькорівневим польотним 
контролером і високорівневим бортовим 
комп’ютером [1].

Польотний контролер – це плата, яка 
відповідає за стабілізацію та безпеку по-
льоту. Основною функцією польотного ко-
нтролера є підтримання стабільності по-
льоту, зокрема, утримання заданих кута і 
висоти. Польотний контролер зазвичай має 
інерційний вимірювальний пристрій
(Inertial measurement unit, IMU) та, мож-
ливо, інші сенсори для визначення швидко-
сті та орієнтації квадрокоптера у просторі. 
Він формує високочастотні сигнали для 
електронних регуляторів швидкості, таким 
чином впливаючи на тягу моторів, і, відпо-
відно, рух квадрокоптера [3]. Польотний 

контролер може отримувати високорівневі 
команди (наприклад бажану орієнтацію чи 
швидкість) від пульта пілота або від борто-
вого комп’ютера, який забезпечує автоном-
ність квадрокоптера (Рис. 1). Найбільш по-
ширені вбудовані програми польотних кон-
тролерів включають PX4, ArduPilot або 
BetaFlight.

Рис. 1. Апаратна архітектура 
квадрокоптера 

Бортовий комп’ютер – це окремий 
комп’ютер або модуль на борту квадрокоп-
тера, що виконує ресурсомісткі задачі ви-
щого рівня: обробку зображень, побудову 
карти середовища, планування траєкторії, 
ухвалення рішень тощо [3]. Бортовий 
комп’ютер отримує дані від додаткових се-
нсорів (як-от, камери, лідару) та від польо-
тного контролера (телеметрія IMU, стан ба-
тареї). Комбінуючи всю наявну інформа-
цію, він ухвалює рішення про подальші ко-
манди, які необхідно передати польотному 
контролеру.

Зв’язок між двома компонентами 
зазвичай здійснюється через високошвид-
кісний послідовний інтерфейс (UART, 
SPI) або Ethernet. Найчастіше протоколом 
обміну інформацією обирають MAVLink 
[3]. 

Така модульна архітектура доволі 
гнучка, адже польотний контролер здатний 
стабілізувати політ (або реалізовувати ін-
ший, визначений на цей випадок, план дій) 
навіть у ситуації, якщо бортовий 
комп’ютер виходить з ладу.

Розподіл задач між бортовим комп'-
ютером та польотним контролером став за-
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гальноприйнятим та  використовується в бі-
льшості досліджень.

Найбільш поширена конфігурація 
поєднує польотний контролер Pixhawk та 
бортовий комп'ютер NVIDIA Jetson. За-
вдяки графічному процесору NVDIA стає 
можливою реалізація алгоритмів
комп’ютерного зору та інші складні обчис-
лення. Наприклад, у роботі [4] така комбі-
нація була використана для розробки сис-
тем пошуку та виявлення людей на відео з 
бортової камери. Аналогічні конфігурації 
було застосовано у роботі [5] для прохо-
дження смуг перешкод.

З інших бортових комп'ютерів у до-
слідженнях зустрічається використання мо-
делей Intel, які також дозволяють оброб-
ляти великі обсяги даних у реальному часі 
[6].

Коли обчислення потребують мен-
ших потужностей, то можуть використову-
ватись одноплатні комп'ютери Raspberry Pi, 
які є більш енергоефективними та водночас 
дешевшими. Системи, реалізовані на 
Raspberry Pi, здатні забезпечувати просте 
розпізнавання зображення в режимі реаль-
ного часу  [7].

Класичні методи реалізації 
автономності квадрокоптерів

За класичним підходом до реалізації 
автономності квадрокоптерів будується 
конвеєр “Сприйняття-Планування-Керу-
вання”, де виділяються три відповідні 
підзадачі, які реалізуються окремими ком-
понентами. “Сприйняття” будує модель 
світу, “Планування” відповідає за прокла-
дання маршруту, а “Керування” забезпечує 
відповідність цьому маршруту. Таке рі-
шення забезпечує простоту розробки й ін-
терпретованість поведінки квадрокоптера. 
Проте воно має й ряд недоліків, зокрема ві-
дсутність зворотного зв’язку між компоне-
нтами та накопичення похибки на всіх ета-
пах конвеєра  [8].

“Сприйняття” покладається на сиг-
нал з відео чи тепловізійної камери, GPS си-
гнал та бортові датчики для оцінки влас-
ного положення: орієнтації в просторі, 
швидкості тощо. Візуальна інерціальна 

одометрія (VIO) є підсистемою ”Сприй-
няття”, що поєднує дані з камер та інерцій-
них блоків. Класичні методи VIO неефекти-
вні в специфічних умовах, таких як погане 
освітлення, політ над однотонною місцеві-
стю [9].

“Планування” складається з двох 
етапів: спочатку здійснюється пошук 
шляху з урахуванням перешкод, а потім ге-
нерація траєкторії. Шлях являє собою пос-
лідовність точок. На його основі будується 
гладка траєкторія зазвичай у вигляді полі-
номіальних сплайнів [10].

Модуль “Керування” забезпечує до-
тримання цієї запланованої траєкторії шля-
хом надсилання сигналів електродвигунам. 
Зазвичай до цього процесу залучений висо-
корівневий контролер, що регулює поло-
ження квадрокоптера в просторі та низько-
рівневий контролер орієнтації [11].

Найбільш поширеними є два типи 
контролерів: Пропорційно-інтегрально-ди-
ференціальні (ПІД) контролери та Лінійно-
квадратичні регулятори. ПІД-контролери 
відносно прості та поширені, але їхньої 
ефективності недостатньо для керування 
динамікою квадрокоптера у високошвидкі-
сних режимах [12]. Лінійно-квадратичний 
регулятор реалізує техніку оптимального 
керування, що забезпечує надійнішу та ста-
більну роботу, мінімізуючи функцію варто-
сті помилок стану та керувальних впливів 
[12].

Проте класичні контролери поклада-
ються на спрощені математичні моделі, які 
не можуть врахувати складні явища реаль-
ного світу. Через це будь-яке отримане у та-
кий спосіб керування є субоптимальним 
[12].

Саме ці обмеження стимулювали 
спроби реалізації автономності на основі 
навчання. Машинне навчання створює 
стратегію керування квадрокоптером 
шляхом спроб та помилок, здійснених в 
симульованому або реальному середови-
щах.

Нижче розглядаються основні під-
ходи, що використовують машинне нав-
чання для реалізації автономності квадро-
коптерів.
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Навчання з підкріпленням

Навчання з підкріпленням 
(Reinforcement Learning, RL) – це галузь ма-
шинного навчання для розв'язання задач 
Марковського процесу ухвалення рішень 
(МП). Ключові поняття RL – це агент та се-
редовище. Агент навчається оптимальної 
стратегії взаємодії з середовищем. Середо-
вище забезпечує зворотний зв'язок у ви-
гляді винагород. Задачею агента є максимі-
зація кумулятивної винагороди [13].

Задачу керування квадрокоптером 
можна формалізувати як МП, що визнача-
ється кортежем . Тут – простір 
станів (наприклад, положення, орієнтація, 
швидкості квадрокоптера), – простір дій 
(команди для моторів або польотного конт-
ролера), – функція ймовірності 
переходу до стану зі стану при вико-
нанні дії , – миттєва винагорода, а 

– коефіцієнт знецінення, що визначає 
цінність майбутніх винагород [13]. Залежно 
від поставленої задачі, винагорода може ви-
значатись по-різному, проте зазвичай агент, 
що керує квадрокоптером, отримує 
від’ємні винагороди за зіткнення, додатні 
за досягнення поставлених цілей, та неве-
ликі нагороди на кожному кроці, які вказу-
ють на наближення чи віддалення від мети 
(наприклад, від’ємні винагороди, що за ве-
личиною пропорційні відстані до наступної 
цілі). 

Метою агента є знаходження опти-
мальної стратегії , яка максимізує очіку-
вану кумулятивну дисконтовану винаго-
роду:

де – траєкторія, згенерована страте-
гією [13].

Навчання з підкріпленням без мо-
делі. Методи RL без моделі навчають стра-
тегії безпосередньо з досвіду, не намага-
ючись вивчити динаміку середовища [14]. 
Ці методи здатні досягати високої ефектив-
ності, що було показано в практичних екс-
периментах, проте їхнім головним недолі-
ком є потреба у великій кількості даних для 
навчання.

Одним із найпереконливіших прик-
ладів застосування навчання з підкріплен-
ням є система Swift [15], яка змогла перемо-
гти чемпіонів світу з перегонів квадрокоп-
терів у змаганнях. Причому змагання відбу-
вались на трасі, на якій квадрокоптер не лі-
тав до того. Система Swift використовувала 
алгоритм PPO (Proximal policy optimization) 
для тренування стратегії керування в симу-
ляції. Через стан середовища агент отриму-
вав інформацію про позицію, швидкість, 
орієнтацію квадрокоптера, відносне розта-
шування брами та свою попередню дію. Дія 
агента визначалась четвіркою чисел: колек-
тивною тягою та кутовими швидкостями 
корпусу квадрокоптера вздовж трьох осей. 
Ці команди далі обробляв польотний конт-
ролер. Агент отримував винагороду за на-
ближення до центру наступної брами, а та-
кож за те, що тримав її в полі зору. За колізії 
та занадто різкі маневри отримував штрафи 
(від’ємні винагороди).

Інші дослідження також демонстру-
ють успішне застосування PPO для агреси-
вного польоту в рандомізованих симуля-
ційних сценаріях [16] , а також для керу-
вання роями квадрокоптерів у задачах спо-
стереження [17].

Однак головним недоліком методів 
навчання з підкріпленням без моделі вклю-
чно з PPO, є їхня низька ефективність вико-
ристання даних. Вони вимагають великої 
кількості взаємодій із середовищем, особ-
ливо коли вхідні дані мають високу розмір-
ність як, наприклад, необроблені зобра-
ження з камери.

Навчання з підкріпленням на ос-
нові моделі. На відміну від агента RL без 
моделі, агент навчання з підкріпленням на 
основі моделі (model-based RL, MBRL) не 
сприймає середовище як чорну скриню. На-
томість він вивчає модель динаміки середо-
вища. Цю модель називають “Моделлю 
світу”. На практиці це призводить до змен-
шення кількості даних, необхідних для нав-
чання агента [18]. Вивчивши модель світу, 
агент може використовувати її для прогно-
зування майбутніх сценаріїв та тренувати 
свою стратегію за допомогою цього про-
гнозування, не потребуючи такої великої 
кількості взаємодій із середовищем.
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Наразі DreamerV3 є одним із най-
більш розповсюджених алгоритмів MBRL, 
який продемонстрував переконливі резуль-
тати в задачах керування [18]. Архітектура 
DreamerV3 складається з трьох ключових 
компонентів, які тренуються паралельно.

Першим компонентом є “Модель 
світу”,  яка відповідає за перетворення вхі-
дних сенсорних даних високої розмірності 
в латентний стан. Модель світу також 
вчиться прогнозувати перехід з поточного 
латентного стану до наступного внаслідок 
обраної дії. Таким чином, модель вивчає та 
орієнтується на значущі ознаки середовища 
для моделювання сценаріїв [18].

Другий компонент, “Критик”, на-
вчається апроксимувати функцію цінності, 
яка визначає очікувану сумарну винаго-
роду для траєкторій у латентному просторі 
вивченої моделі світу.

Третім компонентом є “Актор” 
(Actor, виконавець). Компонент “Актора” 
безпосередньо навчає стратегії керування. 
Під час навчання “Актор” максимізує оці-
нки  цінності, що надаються “Критиком” 
для траєкторій, згенерованих у латентному 
просторі “Моделі світу”.

DreamerV3 був використаний для 
тренування квадрокоптера, що взяв участь 
в перегонах. Модель навчалась безпосеред-
ньо на необроблених пікселях з бортової 
камери [18]. Дослідження показало що 
DreamerV3 успішно впорався із завданням, 
тоді як алгоритм PPO не зміг навчитися ке-
рувати квадрокоптером, отримуючи ті самі 
дані для навчання (необроблені зобра-
ження) [18].

Імітаційне навчання

В основі Імітаційного навчання 
(Imitation Learning, IL) лежить ідея ви-
вчення стратегії, яка імітує дії експерта 
[21]. На відміну від RL, де агент досліджує 
середовище шляхом спроб та помилок, в IL 
агенту показують набір демонстрацій екс-
перта [22].

Демонстрації можуть бути надані пі-
лотом квадрокоптера або згенеровані конт-
ролером. Тож IL можна розглядати як керо-
ване навчання.

Класичне IL, або клонування поведі-
нки, має суттєві недоліки, що прямо випли-
вають з особливостей навчання. Проблеми 
виникають, коли навчена стратегія потрап-
ляє у стани, яких не було в демонстраційній 
вибірці. Оскільки вона не отримала даних 
про еталонну поведінку в таких станах, на-
віть невеликі помилки можуть накопичува-
тися, призводячи до непередбачуваної по-
ведінки. Поширеною спробою розв'язання 
цієї проблеми є агрегація набору даних 
(Dataset Aggregation, DAgger), що збирає 
дані в станах, які відвідує агент згідно на-
вченої стратегії, і запитує в експерта прави-
льні дії [20].

Ще одним суттєвим недоліком IL є 
те, що через особливості навчання, отри-
мана стратегія обмежена продуктивністю 
експерта. Вона може навчитися імітувати 
експерта, але не перевершити його [20].

Привілейоване навчання

Привілейоване навчання можна роз-
глядати як логічний крок у розвитку IL. В 
симуляційному середовищі можливо ство-
рити експерта, який володіє повною інфор-
мацією про його стан, що, очевидно, не до-
ступно квадрокоптеру під час звичайного 
польоту. Такого експерта можна викорис-
тати для тренування  стратегії на основі IL, 
що вчиться відтворювати еталонні дії не 
маючи доступу до всієї інформації. Страте-
гія, що вчиться, отримує на вхід лише реа-
лістичні, зашумлені сенсорні дані (напри-
клад, зображення з камери, дані IMU), до 
яких квадрокоптер і буде мати доступ в ре-
альному світі [21].

У дослідженні [21] стратегія керу-
вання була повністю навчена в симуляції за 
допомогою привілейованого оптимального 
контролера, який мав доступ до повної ін-
формації про середовище в симуляторі. 
Квадрокоптер зміг виконати складні ма-
неври, зокрема, повний оберт у повітрі, під 
час яких досягав прискорення до 3g.

Переконливим результатом є також 
те, що стратегія керування не потребувала 
додаткового навчання в даних з реального 
світу, перехід від симуляції відбувся без 
ускладнень [21].
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Гібридні методології

На практиці дослідники часто вико-
ристовують IL та RL послідовно для отри-
мання кращих результатів [22].

Спочатку стратегія навчається за до-
помогою IL на демонстраційному наборі, 
наданому експертом. Результатом цього 
етапу є доволі ефективна початкова страте-
гія, яку потім покращує алгоритм RL. Та-
ким чином IL  усуває найбільшу проблему 
RL, а саме неефективну початкову фазу на-
вчання, під час якої агент діє майже випад-
ково. Водночас застосування RL дозволяє 
перевершити стратегію експерта [22].

Залишкове навчання з підкріп-
ленням.  Ідея залишкового навчання з під-
кріпленням полягає в тому, щоб поєднати 
переваги класичних ПІД-контролерів з мо-
жливістю врахування складних явищ реа-
льного світу, яке забезпечує навчання з пі-
дкріпленням.

У такій системі основою керування є 
класичний контролер. Модель навчання з 
підкріпленням відповідає за компенсацію 
динаміки, що не передбачено у випадку ро-
зробки контролера. Під час тренування 
агент вчиться, яку коригувальну дію потрі-
бно додати до сигналу контролера в різних 
умовах [24].

Висока точність та адаптивність 
цього методу була підтверджена у дослі-
дженні [25].

Фізично-інформовані методи 
навчання

В цьому розділі розглядаються ме-
тоди, які враховують знання про фізичні 
процеси безпосередньо під час навчання. 
Ключовою технологією, яка використову-
ється в цих методах, є диференційовані си-
мулятори. На відміну від традиційних си-
муляторів, які є чорними скриньками для 
алгоритму тренування, диференційовані 
симулятори дозволяють обчислювати гра-
дієнти першого порядку від цільової функ-
ції, наприклад, помилки траєкторії, і вико-
ристовувати це в процесі тренування для 
оновлення стратегії. Градієнти першого по-
рядку мають нижчу дисперсію, ніж стохас-

тичні оцінки, що використовуються в алго-
ритмах навчання з підкріпленням, на 
кшталт PPO.  Це забезпечує швидше трену-
вання моделі [26, 27, 28].

Нижче описано процес тренування у 
диференційованому симуляторі, що вико-
ристовувався у [26].

Система тренує модель динаміки 
квадрокоптера, починаючи з простої аналі-
тичної моделі [26, 29]. А також безперервно 
збирає дані під час польоту квадрокоптера і 
використовує їх для тренування залишкової 
моделі, яка має компенсувати ефекти, що 
не закладались у базову модель. Це може 
бути аеродинамічний опір, пориви вітру, 
будь-які інші явища реального світу, які 
складно завчасно аналітично представити.

Інтеграція оновленої моделі дина-
міки (включно з навченою залишковою мо-
деллю) в диференційований симулятор дає 
змогу виконувати наскрізне диференцію-
вання. Це дозволяє обчислювати градієнти 
цільової функції (наприклад, помилки трає-
кторії), диференціюючи її щодо параметрів 
стратегії крізь весь процес симуляції, і ви-
користовувати їх для прямої оптимізації 
[26].

Використання градієнтів на основі 
диференційованої симуляції виявляється 
ефективнішим за використання градієнтів 
нульового порядку в PPO. 

У дослідженні [26] порівняли аген-
тів навчених алгоритмом на основі дифере-
нційованої симуляції та RL на задачі зави-
сання. Було показано, що диференційована 
симуляція забезпечує кращу стійкість до 
збурень, тоді як PPO потребує значно бі-
льше симуляційних кроків і гірше адапту-
ється до змінних умов. 

Порівняння

У даній роботі було розглянуто ос-
новні методи реалізації автономності ква-
дрокоптерів. Кожен метод має свої пере-
ваги, вимоги до середовища та даних. Ці 
особливості визначають, який із методів 
найкращі для конкретної задачі. У Табл. 1 
наведено порівняльний аналіз розглянутих 
методів.
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Таблиця 1.
Порівняльний аналіз методів навчання автономних квадрокоптерів

Метод Вимоги до даних 
та/або середовища

Переваги Недоліки

RL (без моделі) [15] Потребує великої кі-
лькості взаємодій з 
середовищем.

Здатний досягати 
ефективності, що пе-
реважає рівень про-
фесійних пілотів.

Низька ефективність 
даних.

RL (на основі моделі) 
[18]

Потребує середо-
вища для симуляцій.

Висока ефективність 
даних. Здатний дося-
гати ефективності, 
що переважає рівень 
експертів.

Велика обчислюва-
льна складність тре-
нування та роботи в 
реальному часі.

Імітаційне навчання 
(IL) [20]

Потребує демонстра-
цій від експерта (на-
приклад, професій-
ного пілота).

Швидке навчання за-
вдяки демонастрацій-
ній вибірці.

Потреба демонстра-
цій від експерта. Ефе-
ктивність обмежена 
ефективністю експе-
рта.

Гібридний: IL + RL 
[22, 23]

Потребує демонстра-
цій від експерта (на-
приклад, професій-
ного пілота).

Дозволяє перевер-
шити експерта (на ві-
дміну від чистого IL). 
Краща ефективність 
даних, ніж в RL.

Потреба демонстра-
цій від експерта.

Привілейоване нав-
чання [21]

Потребує привілейо-
ваного експерта, що 
має доступ до повної 
інформації про стан 
середовища.

Дозволяє вивчати оп-
тимальні дії для умов 
складної/незвичної 
динаміки.

Необхідність приві-
лейованого експерта.

Залишкове RL 
(Residual RL) [24, 25]

Потребує наявності 
стабільного базового 
класичного контро-
лера та значної кіль-
кості даних.

Підвищує точність 
класичних контроле-
рів.

Залежність від ефек-
тивності класичного  
контролера.

Фізично-інформовані 
методи навчання [26,
29]

Вимагає диференці-
йованого симуля-
тора.

Висока ефективність 
даних. Демонструє 
значно швидше нав-
чання, ніж RL.

Необхідність мати 
повністю диференці-
йовану модель дина-
міки.

Одним із ключових критеріїв оці-
нки методів машинного навчання є ефек-
тивність використання даних. Як видно з 

таблиці 1, навчання з підкріпленням без 
моделі [15], хоч і здатне перевершувати 
професійних пілотів, має доволі низьку 
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ефективність даних, що вимагає тривалого 
тренування.

Цю проблему вирішують методи, що 
враховують динаміку середовища під час 
тренування: RL на основі моделі [18] та фі-
зично інформовані методи [26, 29]. 

Висновки

Методи машинного навчання, зок-
рема, навчання з підкріпленням, мають такі 
переваги:
1. кращу адаптивність до складної, змін-

ної динаміки, ніж класичні методи на 
основі спрощених математичних моде-
лей;

2. можливість перевершувати рівень про-
фесійних пілотів;

3. наявність різних підходів дозволяє оби-
рати метод, оптимальний для конкрет-
ного класу задач і умов експлуатації.

Проведений порівняльний аналіз  
виявив прогалини в існуючих алгоритмах, а 
саме:
1. для деяких алгоритмів актуальна про-

блема неузгодженості між цифровою 
моделлю, на якій тренується агент, і ре-
альним світом;

2. низька ефективність даних для деяких 
існуючих алгоритмів;

3. низька здатність до узагальнення та 
проблема виродження стратегій.

Проведений порівняльний аналіз 
стане основою для вибору ефективного ал-
горитму машинного навчання у задачі авто-
номної навігації квадрокоптера у міській 
забудові.  
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Ю.В. Рогушина, К.Ю. Юрченко 

ОНТОЛОГІЧНЕ МОДЕЛЮВАННЯ ЕКОСИСТЕМИ 
ОСВІТИ ДОРОСЛИХ ЯК ІНСТРУМЕНТ 

ПЕРСОНІФІКАЦІЇ 
Стаття присвячена розробці методів семантичного розширення профілів дорослих здобувачів освіти 
для персоніфікації навчального процесу в умовах цифрової трансформації. Проаналізувавши міжнаро-
дні стандарти метаданих для профілювання здобувачів освіти та навчальних об'єктів, ми виявили, що 
жоден із них не забезпечує достатньої гнучкості для профілювання дорослих здобувачів освіти, особ-
ливо в контексті андрагогіки. Ми розглянули кілька типових практичних ситуацій, що демонструють 
необхідність додаткових семантичних властивостей профілю (професійна спеціалізація, освітня мобі-
льність та мультимовність, життєві обставини здобувача освіти, особливі потреби для інклюзивного 
навчання, неформальна освіта та мікрокваліфікації, навчання під обстрілами в умовах воєнного стану,
психоемоційна травма), визначили потрібні додаткові семантичні властивості та очікуваний ефект від 
їх використання. На базі цього запропоновано підхід до гнучкого розширення стандартів на основі он-
тологічного моделювання екосистеми навчання дорослих, який використовує класифікацію додаткових 
семантичних властивостей профілю дорослого здобувача освіти за групами: тип освітньої активності, 
контекст навчання, мотивація, професійна ціль, соціальна роль, психоемоційний стан, інституція.
Переваги запропонованого рішення демонструє  прототип системи інтелектуальної підтримки аспіран-
тів, що використовує Semantic MediaWiki та великі мовні моделі. Система реалізує архітектуру генера-
ції з розширеним пошуком, поєднуючи онтологічно структуровані знання з можливостями генератив-
ного аналізу текстів. Апробація системи в Інституті програмних систем Національної академії наук Ук-
раїни підтвердила ефективність семантичного профілювання для побудови персоніфікованих освітніх 
траєкторій та інтелектуального пошуку навчальних ресурсів.
Ключові слова: онтологічне моделювання, семантичне профілювання, дорослі здобувачі освіти, персо-
ніфіковане навчання, Semantic MediaWiki, великі мовні моделі, цифрова екосистема навчання.

Ju.V. Rogushina, K.Yu. Yurchenko

ONTOLOGICAL MODELING OF ADULT LEARNING
ECOSYSTEM AS A PERSONALIZATION TOOL 

The article is devoted to the development of methods for semantic expansion of adult learners' profiles for per-
sonalization of education in the context of the digital transformation. We analyse metadata standards used for 
describing of learners and learning objects and define that these standards have insufficient flexibility for pro-
filing adults, especially in the andragogical context. We consider some practical situations that demonstrate the 
need for additional semantic properties of the profile (professional specialisation, educational mobility and 
multilingualism, the life circumstances of the learner, special needs for inclusive learning, informal education 
and micro-qualifications, learning under fire in a state of martial law, and psycho-emotional trauma) and de-
termine the additional semantic properties and the expected effect of their use. On this base an approach to 
flexible extension of standards based on ontological modelling of the adult learning ecosystem is proposed. 
This approach uses classification of additional semantic properties of the profile of an adult learner by groups: 
type of educational activity, learning context, motivation, professional goal, social role, psycho-emotional 
state, institution.
An prototype system for intelligent support of postgraduate students based on Semantic MediaWiki and large 
language mdels is described. The system implements a generation architecture with advanced search, 
combining ontologically structured knowledge with the capabilities of generative text analysis. Testing of the 
approach at the Institute of Software Systems of the National Academy of Sciences of Ukraine confirmed the 
effectiveness of semantic profiling for building personalised educational trajectories and intelligent search for 
educational resources.
Keywords: ontological modeling, semantic profiling, adult learners, personalized learning, Semantic Me-
diaWiki, large language models, digital learning ecosystem.
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Вступ
Цифрова трансформація (ЦТ) науки 

й освіти зумовлена потребою ефективної 
роботи з великими обсягами даних, однак 
більшість освітніх і наукових матеріалів 
усе ще подані у слабоструктурованій фор-
мі. Це ускладнює пошук пертинентних 
ресурсів і потребує моделей, здатних роз-
ширювати наявні стандарти та адаптувати 
їх до конкретних завдань.

Особливо складною є побудова пе-
рсоналізованих рекомендацій та індивіду-
альних освітніх траєкторій, що вимагає 
аналізу різнорідних природномовних опи-
сів. Для дорослих здобувачів ці завдання 
ускладнюються гетерогенністю досвіду й 
мотивації. У межах цифрової екосистеми 
навчання (DLE), що поєднує біотичні та 
абіотичні компоненти освітнього середо-
вища [1], виникає потреба у розширених 
параметрах профілю здобувача, здатних 
коректно відображати специфіку андраго-
гічного навчання.

Семантичне профілювання 
здобувачів освіти

Розробка динамічного профілю до-
рослого здобувача освіти в різноманітних 
освітніх системах вимагає (у семантично 
збагаченому моделюванні освітніх потреб, 
мотиваційних установок, життєвих обста-
вин та неформального досвіду) розширен-
ня структури метаданих у контексті андра-
гогіки – науки про навчання дорослих. 

Семантичне розширення профілю 
потребує чіткого визначення змісту додат-
кових параметрів, їх узгодження з наявни-
ми елементами профілю та розуміння того, 
як ці параметри можуть бути використані 
для підвищення ефективності організації 
навчального процесу.

Система підтримки професійної ді-
яльності андрагога передбачає персоніфі-
кацію процесу навчання, а саме – допомо-
гу у розробці індивідуальних освітніх тра-
єкторій (Personal Learning Trajectory –
PLT) на основі семантичного співставлен-
ня профілів, навчальних ресурсів, курсів та 
компетенцій [2].

Важливо розуміти, що для дорослих 
здобувачів освіти такі профілі можуть ма-
ти значно більше відмінностей та містити 
багато додаткових параметрів.

Найпоширеніші стандарти профілів:
• IMS Learner Information Package 

(LIP) – Стандарт для опису профілю здо-
бувача освіти: особисті дані, результати 
навчання, компетенції, уподобання [3];

• IEEE PAPI (Public and Private 
Information for Learners) – Модель для уп-
равління приватною та публічною інфор-
мацією про здобувачів освіти у навчальних 
системах [4];

• Dublin Core Metadata Initiative 
(DCMI) – Загальний стандарт метаданих, 
що використовується для опису освітніх 
ресурсів і профілів [5];

• xAPI (Experience API / Tin Can API) 
– Стандарт для запису навчальних дій здо-
бувачів освіти у форматі "актор – дія – об'-
єкт" [6]

• SCORM (Sharable Content Object 
Reference Model) – Стандарт для інтеграції 
навчального контенту та відстеження про-
гресу здобувачів освіти [7]

Зараз ці стандарти широко застосову-
ються у системах підтримки навчального 
процесу (Learning Management Systems,
LMS) (Таб.1).

Таблиця 1. Використання стандартів у навчальних системах

Система Опис URL Використані стан-
дарти

Moodle Відкрита LMS, що підтримує SCORM, 
xAPI, IMS LIP через плагіни. moodle.org SCORM, xAPI, IMS 

LIP

Canvas LMS Комерційна LMS з підтримкою xAPI, IMS 
LIP, інтеграцією з SIS. canvaslms.com xAPI, IMS LIP

Blackboard 
Learn

Потужна LMS з підтримкою SCORM,
xAPI, Dublin Core.

blackboard.co
m

SCORM, xAPI, 
Dublin Core
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Кожен із цих стандартів має певні 
переваги та недоліки, обумовлені цілями їх 
створення.

IMS Learner Information Package 
(IMS LIP)

IMS LIP – один із найдетальніших 
стандартів для опису профілю здобувача 
освіти, що охоплює різноманітні аспекти 
навчання та ідентифікації особистості.

IMS LIP [8] уможливлює глибоке 
моделювання освітньої траєкторії, він гну-
чкий для адаптивного навчання та суміс-
ний з іншими стандартами. Проте склад-
ний у реалізації, а поведінкові аспекти мо-
делюються слабо, без розширень.

IEEE PAPI (Public and Private 
Information for Learners)

PAPI [9] фокусується на структуро-
ваному зберіганні публічної та приватної 
інформації про здобувачів освіти

Стандарт доволі простий, що забез-
печує його застосування не лише в освіті, а 
й у суміжних сферах, але має меншу дета-
лізацію порівняно з IMS LIP. Адаптивне 
навчання підтримується поверхово. 

Dublin Core Metadata Initiative 
(DCMI) [5] – це універсальна схема мета-
даних, яка часто використовується для 
опису освітніх ресурсів, але також може 
застосовуватись для опису профілів.

Стандарт легко реалізується завдя-
ки простій структурі. Він придатний для 
індексації освітніх ресурсів і широко вико-
ристовується в бібліотечних та наукових 
системах. Тому профілі здобувачів освіти, 
побудовані на його основі, зручно інтегру-
вати з тими LO, які вони мають вивчати. 
Але DCMI не орієнтований саме на моде-
лювання профілю здобувача освіти, і тому 
він пропонує досить обмежені можливості 
для опису навчального досвіду, поведінки 
або оцінювання. Для глибшої семантики 
потрібні додаткові модулі RDF або OWL.

Experience API (xAPI / Tin Can API)
xAPI [6] – сучасний стандарт для 

опису навчальних подій за моделлю: "ак-
тор – дія – об’єкт".

Перевагою стандарту є висока гну-
чкість – xAPI дозволяє збирати дані з будь-
яких джерел, таких як мобільні застосунки 
та ігрові платформи. Аналіз поведінки 
здобувача освіти стає глибоким і багато-

вимірним. Працює незалежно від LMS, 
використовуючи Learning Record Store 
(LRS). Але у стандарті немає єдиної струк-
тури профілю – лише фрагментарні записи 
дій, тому він потребує додаткової інфра-
структури LRS. 

SCORM (Sharable Content Object 
Reference Model)

SCORM [7] – один із найстаріших і 
найпоширеніших стандартів у LMS.

Найважливішими перевагами цього 
стандарту є проста інтеграція у навчальні 
платформи, підтримка багатьох форматів 
контенту та можливість обміну. З іншого 
боку, стандарт має значні недоліки: заста-
рілий формат, обмежена підтримка сучас-
них технологій, відсутність фіксації не-
структурованих даних та підтримки адап-
тивного чи персоналізованого навчання.

Цей аналіз демонструє, що кожен 
стандарт має своє призначення: від глибо-
кої персоналізації (IMS LIP) до масштаб-
ного збору подій (xAPI). Аналіз показує 
необхідність інтеграції стандартів із сема-
нтичними веб-технологіями (RDF, OWL, 
Linked Data), появу гібридних моделей та 
глибшу підтримку персоналізованого нав-
чання з психометричними профілями та 
мотиваційними індикаторами.

Семантичне профілюваня 
викладачів

Аналіз публікацій та документів зі
створення ІОТ показує, що профіль викла-
дача використовується переважно форма-
льно, без урахування компетенцій та дос-
віду практичної діяльності. Для освіти до-
рослих профіль андрагога має розглядати-
ся як специфічний підклас профілю викла-
дача [10], доповнений елементами струк-
тури профілю дослідника [11] та експерта 
в рекомендаційних системах [12].

Крім того, у створенні системи підт-
римки аспірантів для викладачів потрібно 
виокремлювати наступні ролі: науковий 
керівник або науковий консультант, рецен-
зент, опонент, викладач навчального курсу.

Ці ролі потребують співставлення з 
характеристиками здобувача освіти, але у 
більшості стандартів, що використовують-
ся для профілювання викладачів у систе-
мах освіти, їх порівняння не передбачені.
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Тому профілі викладачів доцільно 
доповнювати елементами, специфічними
саме для наукової діяльності. А це:

• Набір публікації андрагога та кіль-
кість цитувань у наукометричних базах;

• Набір LO, які він обирає, дозволяє 
генерувати набір ключових слів (відповід-
но до предметної області в розумінні цього 
науковця);

• Досвід попереднього спілкування 
для прогнозування успішності навчання.

Крім професійної компетентності, 
доцільно відображати у профілі викладача 
й інші параметри, що можуть вплинути на 
ефективність взаємодії зі здобувачем осві-
ти [13].

Метаописи 
навчальних об’єктів

Для побудови ІОТ необхідно вико-
ристовувати відомості про ті відкриті осві-
тні інформаційні ресурси, що пертинентні 
певній спеціальності та можуть бути вико-
ристані в процесі її вивчення. Для навчан-
ня аспірантів відбір та оцінювання якості 
таких LO мають здійснювати їхні наукові 
керівники та викладачі. Для аналізу інфо-
рмації потрібно визначити, які характерис-
тики мають бути враховані. Далі LO ми 
розглядаємо як інформаційний ресурс, за-
безпечений метаданими, релевантними до 
навчального процесу.

Основні категорії LO – це: підруч-
ник; нормативний документ; наукова пуб-
лікація; словник; портал; навчальний курс; 
енциклопедія.

Недоліки існуючих підходів до по-
шуку LO полягають у складності повного 
розуміння метаописів, що визначають вла-
стивості та значення цифрових ресурсів, у 
жорсткості схем опису, які не дозволяють 
додавати параметри відповідно до семан-
тики певної предметної області чи особли-
востей слухачів. А також у зорієнтованості 
таких репозиторіїв на великі освітні спіль-
ноти, а не на роботу невеликих груп – зок-
рема, дослідницької спільноти конкретної 
наукової установи. Тому доцільним є до-
повнення існуючих підходів інструмента-
ми, що на основі семантичних технологій 
підтримують розвиток структури й змісту 
цифрових ресурсів для створення персона-

лізованого інформаційного середовища 
андрагога.

Нині існує широкий спектр інстру-
ментів та середовищ для обробки й аналізу 
навчальних об’єктів, що забезпечують їх 
пошук та індексацію. Стандарт Learning 
Objects Metadata (LOM) визначає навчаль-
ний об’єкт як джерело знань і описує його 
різні аспекти. У цьому дослідженні навча-
льний об’єкт трактується як поєднання 
інформаційного ресурсу та його метаопи-
су, що визначає властивості ресурсу й 
впливає на його вибір для використання у 
навчанні певного курсу чи досягненні
компетентності.

Аналіз сучасних публікацій свід-
чить, що стандарти подання LO доцільно 
інтегрувати з онтологічним поданням 
знань щодо предметної області навчання. 
Онтології забезпечують формалізацію 
знань і створюють основу для їх повторно-
го використання; підтримують інтеропера-
бельність між різними системами та плат-
формами; підвищують функціональну 
стійкість інтелектуальних систем.

Наприклад, у роботі [14] здійснено
масштабний аналіз застосування онтологій 
у різних галузях — від економіки до кібе-
рнетики. Автори підкреслюють, що онто-
логії забезпечують уніфіковану модель 
знань, яка дозволяє інтегрувати дані з різ-
них джерел та підвищує відтворюваність 
результатів. Це особливо важливо у кон-
тексті цифрової трансформації, де дані є 
гетерогенними та швидко змінюваними. У 
[15] аналізується використання IEEE LOM 
у національному репозиторії, підкреслючи 
роль семантичних властивостей у відкри-
тих LOR.

У [16] розглядається семантичне 
розширення стандартів метаданих, яке за-
безпечує більш точне зіставлення навчаль-
них об’єктів із потребами користувачів. У 
[17] досліджено розширення репозиторіїв 
LO на основі онтологій, а [18] досліджує 
інтеграцію репозиторіїв LO із семантич-
ними технологіями та вікі-середовищами 
для підвищення інтероперабельності.

Крім того, дослідники приділяють 
увагу використанню онтологій для гібрид-
них систем управління знаннями в освітній 
сфері [19], що може бути викристано для 
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їх поєднання із LLM як інструменту для 
здобуття знань із природномовних джерел.

Середовище Semantic 
MediaWiki

Важливим аспектом створення ін-
телектуальної системи підтримки аспіран-
тури є технологічне рішення, що забезпе-
чує гнучке використання міжнародних 
стандартів метаданих у репозиторії, який 
містить відомості про суб’єкти та об’єкти 
навчання. Таке середовище має дозволяти 
накопичувати, аналізувати й інтегрувати 
досвід, а також взаємодіяти із зовнішніми 
джерелами.

У дослідженні запропоновано вико-
ристання семантичного розширення вікі-
технології як основи для реалізації репози-
торію, що забезпечує персоніфіковану під-
тримку навчання аспірантів і підвищує 
ефективність освітнього процесу. SMW
визначено як перспективну платформу для 
створення таких семантичних репозиторі-
їв, оскільки вона підтримує RDF, OWL,
SPARQL, RDFa, Microdata, а також інтег-
рацію онтологій і експорт у формати 
Linked Data.

Аналіз показав, що Dublin Core є 
найбільш сумісним із SMW завдяки підт-
римці RDF і Microdata; IMS LIP та IEEE
PAPI можуть бути адаптовані через онто-
логічне моделювання властивостей, тоді як 
xAPI і SCORM потребують зовнішніх 
компонентів для повноцінної інтеграції.
Репозиторій містить навчальні ресурси, 
профілі аспірантів і наукових керівників, а 
також нормативні документи. Основна 
мета системи — задоволення індивідуаль-
них інформаційних потреб учасників 
освітнього процесу та підтримка добору 
навчальних ресурсів відповідно до темати-
ки досліджень.

Особливості профілювання 
дорослих здобувачів освіти

Профілювання дорослих здобувачів 
освіти має свою специфіку, яка відрізня-
ється від традиційного підходу до молоді-
жної аудиторії. 

Ключові особливості дорослих здо-
бувачів освіти: самостійність, практична 
мотивація.

Аналізуючи особливості освіти до-
рослих, дослідники визначають такі фун-
даментальні умови мотивації для дорос-
лих, як інклюзія, ставлення, значущість і 
компетентність [20]. Крім того, дорослі 
здобувачі освіти демонструють чотири 
різні мотиваційні профілі, які ґрунтують-
ся на ступені автономної мотивації [21]. 
Ці профілі значно впливають на рівень 
залучення, самооцінки та глибину нав-
чання.

Інші дослідження [22] розширюють 
цю ідею у змішаному аналізі мотивації в 
онлайн-навчанні, досліджує мотиваційні 
профілі дорослих здобувачів освіти за до-
помогою кількісного та якісного аналізу. 
Вони демонструють, що ефективне нав-
чання дорослих неможливе без урахування 
гетерогенних мотиваційних факторів – від 
інструментальної цінності до емоційної 
причетності.

У [23] розглядається профілювання 
таких аспектів, як саморегуляція та цифро-
ва готовність. Автори рекомендують за-
стосовувати комплексні моделі характери-
стик здобувачів освіти з можливістю гнуч-
кого доповнення параметрів профілю за-
лежно від контексту – наприклад, рівня 
цифрової грамотності або стилю самонав-
чання. 

Крім того, важливо профілювати 
якість мотивації: самодетерміновані здо-
бувачі освіти показали найвищі результа-
ти, зусилля та оцінки [24], щоб реєструва-
ти у профілі та аналізувати мотиваційну 
динаміку.

Проаналізовані дослідження свід-
чать, що фіксовані стандарти метаданих не 
здатні повністю охопити профіль доросло-
го здобувача освіти. 

Аналіз практичних прикладів про-
філювання дорослих здобувачів освіти 
дозволяє виокремити основні групи пара-
метрів, якими доцільно доповнювати розг-
лянуті стандарти в Таблиці 2 для побудови 
профілю дорослого здобувача освіти.
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Таблиця 2. Додаткові параметри профілювання дорослих здобувачів освіти

Освітній бекграунд Раніше здобута освіта, сертифікати, курси
Професійний досвід Посада, сфера діяльності, навички, стаж
Мотивація навчання Цілі (кар’єрні, особистісні), очікування

Навчальні уподобання Стиль навчання (візуальний, аудіальний, практичний), формат 
(онлайн/офлайн)

Психосоціальні аспекти Сімейний статус, наявність дітей, графік роботи, бар’єри до навчання
Технічна готовність Доступ до пристроїв, інтернету, цифрова грамотність
Потреби в адаптації Особливі потреби, мова навчання, культурні особливості

Ці додаткові елементи профілю до-
зволяють ангдрагогу якісніше проєктувати 
план навчання, об’єктивно оцінювати до-
сягнуті результати, робити акценти на ті 
знання та навички, які будуть потрібні 
здобувачу освіти у майбітньому. Крім то-
го, врахування цих параметрів дозволяє 
робити сам процес навчання ефективнішим,

обираючи ті засоби, джерела та умови, що 
відповідають індивідуальним потребам 
здобувача освіти. Але потрібно проаналі-
зувати, як розглянуті вище стандарти підт-
римують профілювання дорослих здобува-
чів освіти та потребують відповідного ро-
зширення (Таблиця 3).

Таблиця 3. Підтримка профілювання дорослих здобувачів освіти у стандартах

Стандарт Підтримка профілів
дорослих Коментар

IMS LIP Висока Моделює освітні цілі, досвід, компетенції, доступність, 
мотивацію

IEEE PAPI Середня Охоплює особисті та поведінкові дані, але менш гнучкий

xAPI Висока Фіксує дії здобувача освіти, дозволяє аналізувати поведін-
ку, але не має цілісного профілю

SCORM Низька Зберігає лише базові дані про проходження курсів

Dublin Core Обмежена Орієнтований на ресурси, не на здобувачів освіти

Семантичне розширення профілю 
здобувача освіти: приклади

Розглянемо приклади ситуацій у 
таблиці 4, коли профіль дорослого здобу-
вача освіти потребує доповнення семанти-
чними властивостями, що впливають на 
побудову персоналізованої траєкторії нав-
чання (PLT) [25].

Якщо додати до профілю семантич-
ну властивість 
learningContext:emergencyCondition або 
ex:studyingUnderThreat, то це дозволяє на-
голосити, що навчання відбувається в умо-
вах небезпеки, і тоді викладачі бачать не-
обхідність адаптувати дедлайни та формат 
завдань.

Існуючі стандарти не фіксують пси-
хоемоційний стан, але, на жаль, внаслідок 
обстрілів здобувачі освіти можуть отрима-
ти ознаки посттравматичного стресового 
розладу, тривожності, депресії, що негати-
вно впливають на здатність до навчання. 
Якщо додати до профілю семантичну вла-
стивість mentalHealthStatus або 
traumaExposureLevel, то це дозволить пе-
редбачити можливість адаптації наванта-
ження із застосуванням програм психоло-
гічної підтримки, враховувати стан здобу-
вачів освіти у плануванні його навчання.

Узагальнені приклади ситуацій на-
ведено в таблиці 4.
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Таблиця 4. Узагальнення ситуацій семантичного розширення профілю здобувача освіти

Ситуація Проблема без 
розширення

Семантична 
властивість

Очікуваний ефект

Професійна 
спеціалізація

Абстрактні освітні
цілі

desiredOccupational
Sector

Пропозиція релевантних 
навчальних матеріалів

Освітня 
мобільність та 
мультимовність

Відсутність 
інформації про мови

linguisticProficiency Адаптація мови подання 
матеріалів; 

Життєві 
обставини 
(змішане
навчання)

Некоректна
інтерпретація
активності

familyResponsibilities, 
caregivingRole

Об'єктивне оцінювання 
продуктивності з 
урахуванням сімейних 
обставин

Особливі потреби 
(інклюзія)

Відсутність 
адаптованого 
контенту

accessibilityNeeds Автоматична подача 
контенту у доступному
форматі.

Неформальна 
освіта та 
мікрокваліфікації

Повторне вивчення 
вже засвоєних тем.

nonFormalEducation
Credential

Врахування наявних 
компетенцій; 
оптимізація навчальної 
траєкторії

Воєнний контекст Некоректна оцінка 
активності 

learningContext:
emergencyCondition, 
studyingUnderThreat

Адаптація дедлайнів і 
форматів завдань до 
надзвичайних обставин

Психоемоційна 
травма

Відсутність 
урахування ПТСР, 
тривожності, 
депресії.

mentalHealthStatus, 
traumaExposureLevel

Адаптація 
навантаження; 
інтеграція з програмами 
психологічної підтримки

Кожна додаткова властивість до-
зволяє системі та андрагогу ухвалювати
більш обґрунтовані рішення щодо персо-
налізації освітнього процесу, особливо в 
складних життєвих обставинах здобувача 
освіти.

Недоліки та виклики 
семантичного розширення 
профілю здобувача освіти

Розширюючи профіль здобувача
освіти, необхідно враховувати й ті про-
блеми, до яких таке розширення може при-
зводити.

1.Зростання обчислювальної склад-
ності

Для генерації PLT для 10 000 здо-
бувачів освіти з унікальними параметрами 
потрібно у 5-10 разів більше ресурсів порі-
вняно зі SCORM [26] . 

2.Складнощі інтеграції між плат-
формами та інтероперабельності

Довільні розширення викликають 
проблеми інтеграції. Додавання властивос-
тей вимагає узгодження термінів, визна-
чення семантики та конвертації форматів
[27]. Тому, чим більше додаткових власти-
востей додається до профілю здобувача
освіти, тим більше складнощів викликає як 
експорт, так і імпорт даних до системи. 
3.Ризики надмірного збору особистих даних
Розширення може порушити принципи 
мінімізації даних, викликаючи етичні ри-
зики [28]. Потрібен додатковий захист пе-
рсональних даних.

Семантичне розширення метаданих 
профілю дорослого здобувача освіти є не-
обхідним компонентом адаптивного, ін-
клюзивного та ефективного навчання, тому 
що воно може значно підвищити ефектив-
ність навчального процесу. Проте таке ро-
зширення може викликати загрози для пер-
сональних даних тощо, і це необхідно вра-
ховувати у розробці прикладних систем.
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Класифікація семантичних 
властивостей, якими доцільно 

доповнювати профіль дорослого 
здобувача освіти

Аналіз наведених вище ситуацій та 
узагальнення наукових досліджень в цій 

сфері дозволяє виокремити наступні групи 
семантичих властивостей, якими доцільно 
доповнювати профіль дорослого здобувача 
освіти, а для більш ефективного моделю-
вання PLT з урахуванням воєнних обста-
вин, мотивації, соціальних ролей та психо-
емоційного стану (Таблиця 5).

Таблиця 5. Класи додаткових семантичних властивостей профілю
дорослого здобувача освіти

Класи властивостей Підкласи властивостей, для яких визначаються 
значення у профілі

Тип освітньої активності 
(LearningActivity) Курс, заняття, проєкт, сертифікація

Контекст навчання (LearningContext) Місце навчання, воєнний стан, ресурсність
Мотивація (LearningMotivation) Цілі, цінності, внутрішня та зовнішня мотивація
Професійна ціль (CareerGoal) Професійна або рольова трансформація
Соціальна роль (SocialRole) Сімейний статус, волонтерство, військова участь
Психоемоційний стан (MentalHealth) Тривога, стрес, особливі потреби, адаптація
Інституція (Institution) Освітня установа, місце проходження курсів

З онтологічного погляду ці власти-
вості можуть бути розглянуті як опційні 
атрибути класу AdultLearner, що уточню-
ють зв’язки з іншими класами освітньої 
екосистеми.

Постановка задачі
Зараз навчання дорослих потребує 

врахування багатьох індивідуальних фак-
торів: професійного досвіду, соціального 
статусу, мотиваційних установок, бар’єрів 
до навчання. Традиційні моделі метаданих 
мають жорстку структуру, яка не дозволяє 
додавати довільні властивості. У цьому 
контексті виникає потреба в семантичному
розширенні профілю здобувача освіти —
тобто додаванні до профілю нових семан-
тичних властивостей, що їх системи мо-
жуть інтерпретувати та використовувати 
для адаптації навчання. Якщо розширюва-
ти профіль здобувача освіти в конкретно-
му застосунку довільно, без зв’язків зі ста-
ндартами та без визначення семантики 
додаткових параметрів, то це значно 
ускладнить інтеграцію такого застосунку з 
іншими освітніми системами, унеможли-
вить імпорт та експорт профілів здобувачів 
освіти та не дозволить повторно викорис-
товувати згенеровані знання. 

Тому потрібно розробити інструме-
нти та моделі представлення знань, які 
можуть формалізувати інформацію про ці 
властивості для їх чіткого та однозначного 
розуміння всіма користувачами та сервіса-
ми системи. А також з урахуванням спе-
цифіки сфери навчання та вимог до проце-
су його організації. Прикладом такої задачі 
є організація процесу навчання в аспіран-
турі.

Для розв’язання цієї проблеми про-
понується побудувати онтологічну модель 
всієї екосистеми навчання та на її основі 
явно задавати властивості, зв’язки з інши-
ми компонентами (навчальним об’єктами, 
дисциплінами, викладачами) та обмеження 
для додаткових параметрів профілю здо-
бувача. Така модель запобігає неоднознач-
ності інтерпретації понять та вибору їхніх
можливих значень. Крім того, наявність 
онтологічної моделі значно полегшує ім-
порт та експорт профілів здобувачів освіти 
та взаємодію з іншими інтелектуальними 
застосунками. Це забезпечить інтеропера-
бельність створеної системи знань та до-
зволить повторно використовувати не 
тільки самі профілі, а й досвід, згенерова-
ний на основі їх узагальнення.
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Програмна реалізація системи 
підтримки аспрантів ІПС НАНУ

Інститут програмних систем Націо-
нальної академії наук України здійснює 
підготовку здобувачів ступеня доктора 
філософії за спеціальністю 122 
«Комп’ютерні науки». Метою освітньо-
наукової програми є формування в 
аспірантів високого рівня наукової компе-
тентності та здатності до самостійного 
проведення досліджень у галузі 
комп’ютерних наук.

Розробка інтелектуальної програм-
ної системи для підтримки навчального 
процесу та наукової діяльності спрямована 
на здобуття та впровадження наявного 
досвіду підготовки здобувачів освіти та 
надання індивідуальних рекомендацій. 
Ключові функції системи: формування 
персонального навчального простору, ав-
томатизоване компонування навчального 
контенту відповідно до цілей користувача,
аннотоване зберігання LO, підтримка вза-
ємодії між здобувачами освіти та їх науко-
вими керівниками. 

Розглянемо запропонований підхід 
до профілювання дорослих здобувачів 
освіти на прикладі подання інформації 
щодо аспірантів ІПС НАНУ в інформацій-
ній системі, що дозволяє надавати персо-
ніфіковані рекомендації аспірантам та абі-
турієнтам щодо вступу та навчання, вибо-
ру наукових керівників та процесу навчан-
ня в аспірантурі.

У межах онтологічної моделі системи 
аспірант розглядається як специфічний під-

клас класу AdultLearner і позначається кла-
сом PhDStudent. Цей підклас має розшире-
ний набір властивостей, що відображають 
особливості наукової діяльності: тему дисе-
ртації, наукового керівника, публікаційну 
активність, участь у конференціях і рівень 
сформованості дослідницьких компетентно-
стей. Наприклад, профіль аспіранта включає 
такі параметри, як [[Тема дисерта-
ції::Семантичне профілювання у системах 
підтримки навчання]], [[Науковий керів-
ник::Сініцин Ігор Петрович]], [[Публіка-
ції::Yurchenko, K. Semantic Annotation in 
Learning Ecosystems, 2025]] тощо. 

Профіль аспіранта пов’язаний се-
мантичними посиланнями з іншими сутно-
стями освітньо-наукової екосистеми: нав-
чальними об’єктами, науковими керівни-
ками та викладачами, установами, публі-
каціями, конференціями та науковими 
проєктами. Це створює цілісну мережу 
знань, у якій кожен об’єкт може бути 
знайдений або рекомендований на основі 
логічних зв’язків. Наприклад, за допомо-
гою SMW-запиту типу ask система автома-
тично виводить перелік публікацій аспіра-
нта, що дозволяє аналізувати його наукову 
продуктивність або генерувати звіти для 
кафедри та наукового керівника.

Технічна архітектура системи 
Технічна архітектура інтелектуальної сис-

теми включає три основні компоненти:
• онтологічну модель екосис-

теми навчання аспірантів (рис.1), що фор-
малізує зв’язки між об’єктами класів 

Екземпляр класу “Аспірант”

Екземпляр класу “Науковий керівник”

Рис. 1. Опис екземплярів класів в онтологічній моделі
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PhDStudent, Supervisor, LearningObject,
Institution та Publication (рис.2);

• семантичний репозиторій 
знань на базі Semantic MediaWiki, який 
забезпечує структуроване зберігання про-
філів аспірантів та наукових керівникків 

(рис.3), навчальних ресурсів і наукових 
публікацій;

• інтерфейс користувача у ви-
гляді чат-бота, який забезпечує зручний 
доступ до знань і рекомендаційних серві-
сів. 

Рис. 2. Семантичні відношення між екземплярами класів в онтлогічній моделі

Сторінка аспіранта

Сторінка LO 

Фрпагмент вікікоду

Рис. 3. Представлення екземпляру класу “Аспірант” та його властивостей у семантичному 
вікірепозиторії
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Усі дані, внесені через шаблони 
SMW, можуть бути експортовані у форма-
тах RDF/XML або JSON-LD, що забезпе-
чує їхню інтероперабельність із зовнішні-
ми системами (наприклад, Scopus, ORCID 
або Wikidata).

Функціонально система виконує кі-
лька взаємопов’язаних завдань. По-перше, 
вона забезпечує рекомендаційний меха-
нізм, що добирає курси, наукових керівни-
ків і наукові заходи на основі теми дисер-
тації, рівня підготовки та ключових слів 
профілю. По-друге, реалізовано аналітич-
ний модуль, який на основі семантичних 
властивостей формує агреговані показни-
ки: розподіл тем досліджень, рівень циф-

рової готовності або активність аспірантів 
у публікаціях. По-третє, передбачено інте-
лектуальний чат-бот, який взаємодіє з ко-
ристувачами природною мовою та виконує 
запити до SMW у режимі реального часу.

На рис. 3 наведено приклад запиту 
щодо придатних LO, який вбудовується в 
сторінку здобувача освіти, та може вико-
ристовувати значення додаткових семан-
тичних властивостей цієї сторінки (це де-
монстраційний приклад, тому що побудова 
PLT враховує значно більшу кількість па-
раметрів LO, здобувач освіти та андраго-
га). У прикладі передбачено пошук LO для 
курсів, які вивчає здобувача освіти, тими 
мовами, які він знає. Крім того, такий за-

Сторінка аспіранта

Код вбудованого
запиту

Результат
запиту

Рис. 5. Виконання вбудованих запитів для персоналізованого пошуку LO

[[Category:LO]]
[[Course: Ontological Analysis]]
[[Language::English]]

?Course_title
?Course_author
?Course_date
?Course_status

Рис. 4. Створення запиту за допомогою сторінки семантичного пошуку
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пит відкидає LO за темами, щодо вивчення
яких здобувач освіти вже має сертифікати. 
Важливо, що перелік відповідних LO оно-
влюється автоматично, коли у репозиторій 
додаються нові LO. 

Для створення коду запиту доцільно 
скористатися спеціальною вікісторінкою 
“Семантичний пошук” (рис.4), а потім за-
мінити конкретні значення властвостей на 
відповідні змінні поточної сторінки для 
вбудованого запиту або створити код у
форматі JSON, або RDF для API-запитів 
від зовнішніх сервісів.

Вбудовування запиту у вікісторінку 
спрощує процес отримання рекомендацій 
та є основою для накопичення досвіду 
(рис. 5).

Крім того, доцільно передбачити, як 
обробляти кілька додаткових СВ одночас-
но – їхній вплив може посилювати однин
одного (наприклад, learning Context:
emergency Condition та mentalHealthSta-
tus:bad), зменшувати (як-от, learning
Context: emergency Condition та ex:role
Substitution Reason) або ж вони взагалі не 
пов’язані між собою (наприклад, 
linguisticProficiency та SocialRole). Цю ін-
формацію про взаємозв’язки потрібно ві-
добразити в онтологічній моделі для пода-
льшого застосування.

Використання системи KASIS
У межах дослідження, що здійсню-

ється в аспірантурі Інституту програмних 
систем НАН України, створено експери-
ментальну систему KASIS (Knowledge-
Augmented Semantic Integration System) для
підвищення ефективності діяльності аспі-
рантури ІПС НАН України. Архітектурно 
система KASIS ґрунтується на поєднанні 
сучасних технологій обробки природної 
мови, онтологічного моделювання та гене-
ративного аналізу. Система реалізує ар-
хітектуру Retrieval-Augmented Generation 
(RAG) з інтеграцією SMW та інтегрованої 
великої мовної моделі за допомогою API.
Такий підхід забезпечує поєднання генера-
тивного аналізу текстів із онтологічно 
структурованими знаннями, створюючи 
інтелектуальне середовище для накопи-
чення, систематизації та персоналізованого 
доступу до наукової інформації.

Архітектура та основні 
компоненти

Центральний модуль GUI (Gradio)
об'єднує процесор документів, клієнта 
SMW, LLM та векторного сховища. Мо-
дуль обробки документів: конвертація 
через Pandoc, вилучення метаданих та 

Рис. 6. Інтерфейс завантаження та статус обробки документа
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автоматична розмітка RDF за допомою 
LLM.

Векторне сховище реалізовано на 
основі FAISS, що забезпечує ефективне 
обчислення косинусної схожості між ем-
бедингами документів. Це створює пере-
думови для інтеграції KASIS з 
внутрішніми сховищами знань і корпора-
тивними навчальними платформами.

Інтерфейс системи організовано як 
багатовкладковий додаток, який охоплює 
основні напрями взаємодії: завантаження 
документів, пошук, чат із документами та 
контроль стану системи (рис.6,7).

Контентна підтримка забезпечуєть-
ся через семантичний репозиторій із запи-
тами через SMW API.

Це дозволяє абітурієнтам знаходити реле-
вантні матеріали та, зокрема, орієнтувати-
ся у виборі наукового керівника.

Поточний стан та перспективи 
розвитку

Система KASIS у контексті цифро-
вої трансформації аспірантури розгляда-
ється як перспективний інтелектуальний 
інструмент підтримки, який має забезпечи-
ти допомогу аспірантам у роботі з науко-
вими джерелами, формуванні профілів 
досліджень, відстеженні прогресу та фор-
муванні звітності. Семантична основа 

SMW гарантує прозорість і трасованість 
результатів, що надалі дозволить 
здійснювати експертну перевірку виснов-
ків системи. Інтеграція з великою мовною 
моделлю створює можливості для узагаль-
нення, аналітики та пояснення даних із 
збереженням посилань на джерела та кон-
текст наукових матеріалів.

Отже, система формує когнітивне 
середовище, здатне адаптуватися до по-
треб аспірантів, наукових керівників і 
адміністраторів освітнього процесу. Її роз-
гортання у науково-освітній інфраструк-
турі ІПС НАНУ підтверджує доцільність 
використання семантичних технологій і 
великих мовних моделей для розв’язання 
задач інтелектуальної підтримки аспіран-
тури та персоналізації освітньо-наукових 
процесів.

Висновки
Проведене дослідження підтверди-

ло доцільність використання семантичних 
вікітехнологій і онтологічного аналізу для 
структурування природномовної інформа-
ції, що забезпечує ефективний пошук та 
задоволення персоналізованих інформа-
ційних потреб у науково-освітньому сере-
довищі [2929]. Запропонована методика 
розширення параметрів профілів на основі 
онтологічної моделі забезпечує гнучкість 
та адаптивність до динамічних предметних 
областей.

Рис. 7. Додаткові вікна інтерфейсу
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Апробація підходу на прикладі сис-
теми KASIS довела його ефективність для 
складних і слабо формалізованих сфер. 
Розроблена архітектура забезпечує збері-
гання формалізованих відомостей, інтелек-
туальний пошук, генерацію рекомендацій і 
побудову персоніфікованих траєкторій. 

Досвід тестування підтвердив перс-
пективність поєднання генеративних мов-
них технологій із семантичними репозито-
ріями знань. Це створює основу для адап-
тивних когнітивних сервісів із природно-
мовною взаємодією, експертною верифі-
кацією та прозорою трасованістю джерел.

Результати демонструють, що по-
єднання семантичних технологій, онтоло-
гічного аналізу та великих мовних моделей 
формує нову парадигму інтелектуальних 
систем управління знаннями, здатних до 
самонавчання, пояснюваності та адаптації 
до потреб користувачів.
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СЕМАНТИЧНИЙ ПІДХІД ДО АВТОМАТИЗОВАНОГО                 
ФОРМУВАННЯ ДОКУМЕНТАЦІЇ СИСТЕМ БЕЗПЕКИ                       

ІНФОРМАЦІЇ
У статті досліджується проблема автоматизованого формування складних документів для систем без-
пеки інформації на основі семантичного аналізу нормативно-правової бази. Проведено системний ана-
ліз вимог нормативних документів та міжнародних стандартів щодо документування систем захисту 
інформації. Виявлено критичні суперечності між динамічністю нормативних вимог та статичністю іс-
нуючих інструментів автоматизації. Показано, що ручна обробка великих обсягів слабоструктурованих 
документів не забезпечує прийнятної якості та швидкості, а використання генеративних моделей штуч-
ного інтелекту не гарантує достовірності інформації. Обґрунтовано необхідність інтеграції засобів се-
мантичного аналізу з інструментами генеративного штучного інтелекту для забезпечення гарантованих 
та пояснюваних результатів. Проаналізовано існуючі підходи до автоматизації генерації документів, 
включаючи шаблонні системи, засоби розмітки, онтологічні моделі та великі мовні моделі. Запропоно-
вано концептуальну модель інтелектуальної системи підтримки авторизації безпеки інформації, що по-
єднує мультиагентну архітектуру, онтологічне представлення знань та можливості великих мовних мо-
делей. Розроблено семантичний підхід до формування складних документів на основі онтологічного 
моделювання предметної області технічного захисту інформації. Представлена модель забезпечує тра-
сованість між вимогами, рішеннями та джерелами знань, підтримує динамічне оновлення нормативної 
бази та автоматизоване формування документації відповідно до актуальних стандартів безпеки. Розро-
блений підхід дозволяє суттєво скоротити час та трудомісткість підготовки документації систем безпе-
ки інформації.
Ключові слова: семантичний аналіз, онтологічне моделювання, системи безпеки інформації, автомати-
зована генерація документів, великі мовні моделі, нормативно-правова база, профіль безпеки, техніч-
ний захист інформації, інтелектуальні системи, формалізація знань.

Yu.V. Bova, O.A. Yatsenko

SEMANTIC APPROACH TO AUTOMATED FORMATION OF 
INFORMATION SECURITY SYSTEMS DOCUMENTATION

The article investigates the problem of automated generation of complex documentation for information secu-
rity systems based on semantic analysis of the regulatory and legal framework. A systematic analysis of the re-
quirements of regulatory documents and international standards for information security system documentation 
is conducted. Critical contradictions between the dynamic nature of regulatory requirements and the static na-
ture of existing automation tools are identified. It is shown that manual processing of large volumes of weakly 
structured documents does not ensure acceptable quality and speed, while the use of generative artificial intel-
ligence models does not guarantee the reliability of the generated information. The necessity of integrating se-
mantic analysis tools with generative artificial intelligence to ensure guaranteed and explainable results is sub-
stantiated. Existing approaches to document generation automation are analyzed, including template-based sys-
tems, markup tools, ontological models, and large language models. A conceptual model of an intelligent in-
formation security authorization support system is proposed, combining a multi-agent architecture, ontological 
knowledge representation, and the capabilities of large language models. A semantic approach to the genera-
tion of complex documents based on ontological modeling of the information security engineering domain is 
developed. The proposed model ensures traceability between requirements, solutions, and knowledge sources, 
supports dynamic updates of the regulatory framework, and enables automated generation of documentation in 
accordance with current security standards. The developed approach significantly reduces the time and labor 
required for preparing information security documentation.
Keywords: semantic analysis, ontological modeling, information security systems, automated document gener-
ation, large language models, regulatory framework, security profile, technical information protection, intelli-
gent systems, knowledge formalization.
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Вступ
Документування систем безпеки ін-

формації є критично важливим процесом, 
що забезпечує відповідність інформацій-
них систем нормативним вимогам та стан-
дартам безпеки. Створення комплексної 
документації для систем захисту інформа-
ції вимагає аналізу великих обсягів норма-
тивно-правових актів, стандартів та мето-
дичних рекомендацій, що характеризують-
ся складною структурою, багатозначністю 
термінології та взаємозалежністю вимог 
різних рівнів.

Технічний захист інформації пред-
ставляє собою приклад критичного техніч-
ного напрямку, де процеси проєктування 
та експлуатації інформаційних систем жо-
рстко регламентуються нормативними до-
кументами. Предметна область характери-
зується високим рівнем формалізованості 
вимог, складною ієрархією знань та необ-
хідністю забезпечення трасованості між 
вимогами, технічними рішеннями та дже-
релами знань.

Основним викликом у побудові інте-
лектуальної системи підтримки авторизації 
безпеки інформації є динамічність норма-
тивно-правової бази. Зміни у вимогах без-
пеки, оновлення стандартів або поява нових 
нормативних документів вимагають пос-
тійного коригування формалізованих знань. 
Ручне перенесення таких змін є трудоміст-
ким процесом, схильним до помилок та 
суб’єктивних інтерпретацій. Крім того, но-
рмативна документація характеризується 
багатозначністю термінів, складністю син-
таксичних конструкцій та необхідністю 
забезпечення повної трасованості кожної 
формалізованої вимоги до її першоджерела.

Це робить критично важливим роз-
робку методів автоматизованого отриман-
ня та формалізації вимог із слабострукту-
рованого тексту, що дозволить усунути 
ручну працю експерта, забезпечити пос-
тійну актуальність знань системи та гаран-
тувати об'єктивність і пряму трасованість 
логіки до джерел.

Стан предметної області
З 2024 року в Україні активно впро-

ваджується гармонізація національної -

нормативної бази з міжнародними стан-
дартами через застосування профілів 
безпеки на основі NIST SP 800-53 та 
NIST SP 800-171, що суттєво змінює ме-
тодологію документування та авторизації 
систем безпеки [1].

Проведений аналіз публікацій пока-
зав, що існуючі комерційні або академіч-
ні інструментів не забезпечують компле-
ксної підтримки оновленої нормативної 
бази України та повного циклу автомати-
зації від збору даних до генерації готових 
документів. 

Формування профілів безпеки (ПБ) 
є ключовим етапом у забезпеченні ін-
формаційної безпеки систем різного при-
значення. Цей процес вимагає врахуван-
ня як нормативних вимог, так і специ-
фіки об’єкта захисту, поєднуючи 
експертні знання із сучасними засобами 
автоматизації. 

Виявлено критичні суперечності 
між динамічністю нормативних вимог та 
статичністю існуючих інструментів, між 
необхідністю повної формалізації знань 
та відсутністю уніфікованих машиночи-
таних представлень, між потребою в 
комплексній автоматизації та фрагмента-
рністю наявних рішень. 

На основі цього виникає потреба 
розробки принципово нових методів та 
моделей, що поєднують мультиагентну 
архітектуру, онтологічне представлення 
знань та можливості великих мовних мо-
делей для подолання високої трудоміст-
кості, суб'єктивності експертних оцінок 
та ризику помилок у підготовці пакетів 
документації.

Створення документації для систем 
безпеки інформації є багаторівневим 
процесом, що охоплює вимоги стан-
дартів, моделювання, автоматизацію та 
оцінку ризиків.

Технології автоматизованої гене-
рації документів. Генератори документів 
— це інструменти, призначені для автома-
тизованого створення документації на ос-
нові шаблонів та структурованих даних. 
До них належать як прості рішення, що 



Семантик Веб та лінгвістичні системи

80

базуються на макросах Microsoft Word або 
VBA (Visual Basic for Applications), так і 
більш складні системи на основі LaTeX,
Markdown, Pandoc. Ці інструменти дозво-
ляють користувачам створювати шаблони 
документів із плейсхолдерами для ди-
намічних даних, які автоматично запов-
нюються з баз даних, електронних таб-
лиць. 

Один із найпоширеніших підходів —
це використання шаблонів у Microsoft
Word [2], макросів або скриптів VBA, які 
заповнюють документ даними із зовнішніх 
джерел (наприклад, Excel або бази даних) 
для створення типових документів із 
змінними даними [3]. Цей підхід забезпе-
чує простоту й швидкість, не потрібно 
вивчати спеціальні системи верстки або 
програмування достатньо базових знань 
Word. Проте така «автоматизація» не дає 
можливості аналізувати нормативні ви-
моги, структуру предметної області, 
логічні зв’язки між даними. 

Інший підхід [4] представлений си-
стемами розмітки LaTeX або Markdown і 
конверторами форматів, наприклад,
Pandoc. За допомогою таких систем автор 
формує структурований текст (з роз-
міткою), який потім компілюється у фор-
матовані документи (PDF, DOCX, HTML,
тощо) [5]. Цей підхід дуже зручний для 
наукових публікацій, технічних звітів або 
документації, де важлива чітка структура, 
автоматичний зміст, покажчики, стандар-
тизоване форматування [6]. Перевагою є 
розділення змісту й оформлення, автор 
формує «сирий» текст, а система піклуєть-
ся про оформлення. Це забезпечує відтво-
рюваність, консистентність стилю, мож-
ливість автоматичного оновлення доку-
ментів у разі зміни структури. Проте, як і у 
випадку шаблонів, ці системи не аналізу-
ють зміст документів та не дозволяють
визначати семантику відношень між окре-
мими елементами. Вони не реалізують 
логіку, не інтерпретують вимоги, не пе-
ревіряють відповідність даних правилам, 
просто відтворюють те, що їм подадуть. 
Для задач, де потрібно формувати доку-
менти на основі складних нормативних 
вимог або властивостей інформаційних 
систем, цього недостатньо.

Зараз активно розглядається викори-
стання LLM у синтезі документації: ство-
рення технічних специфікацій, user-guides,
описів систем, де контент генерується ав-
томатично на основі описів, кодів або 
структурованих метаданих. Наприклад, у 
недавньому дослідженні [7] показано, що 
поєднання LLM з онтологічним підходом 
дає змогу зменшити обсяг ручної роботи, 
підвищити стандартизацію і узгодженість 
документації, а також покращити її 
підтримку у разі зміни проєкту.

Також з’являються моделі, здатні од-
ночасно генерувати структуру документа 
та його оформлення, наприклад, у роботі 
[8] пропонують метод autoregressive-
моделювання, який враховує і текстовий 
вміст, і макет документа. Подібні підходи 
мають потенціал для створення комплекс-
них документів з динамічним змістом і 
нестандартною структурою. Використання 
експертних систем і онтологій для автома-
тичного формування баз знань і правил, 
що лягають в основу документації з 
аналізу ризиків [9].

У роботі [10] розглядається застосу-
вання LLM-RAG, машинного навчання, 
аналітики великих даних для генерації 
звітів, оцінки вразливостей та підвищення 
якості документації.

Сучасні системи застосовують мето-
ди обробки природної мови (Natural Lan-
guage Processing, NLP) і глибокі нейронні 
мережі для автоматичного здобуття вимог 
із нормативних документів, що дозволяє 
формувати комплаєнс-звіти та перевіряти 
відповідність заявлених функцій реальним 
можливостям пристроїв [11].

Для спрощення підтримки та онов-
лення знань автоматизоване формування 
баз знань для аналізу ризиків здійснюється 
шляхом трансформації елементів онто-
логій у правила.

Також існують спеціаізовані методи 
для формування профілів безпеки. Логіко-
матричний метод базується на формаліза-
ції вимог нормативних документів за до-
помогою логічних рівнянь та матриці 
знань. Логіко-матричний та ймовірно-
вартісний методи забезпечують високу 
обґрунтованість рішень, але вимагають 
значних часових витрат та високої квалі-
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фікації експертів. Методи на основі систем 
підтримки ухвалення рішень та математи-
чної оптимізації демонструють кращі по-
казники за часом, проте є складнішими в 
розробці та підтримці [12].

Спільним недоліком усіх розгляну-
тих методів є їхня ізольованість від проце-
су фінального документування. Вони до-
помагають сформувати профіль безпеки, 
але не забезпечують автоматичної генера-
ції супровідної документації у стандарти-
зованих форматах для регулятора, відсутня 
підтримка оновлених нормативних доку-
ментів.

Аналіз літератури виявив три ключо-
ві протиріччя, що обґрунтовують необхід-
ність розробки нових підходів.

Перше протиріччя виникає між ди-
намічністю нормативних вимог та статич-
ністю існуючих інструментів автоматиза-
ції. За останні роки нормативна база у 
сфері технічного захисту інформації зазна-
ла фундаментальних змін, що вимагають 
перегляду всіх існуючих підходів до доку-
ментування. Існуючі комерційні та акаде-
мічні рішення не забезпечують автоматич-
ного оновлення під час зміни нормативної 
бази, що призводить до швидкого застарі-
вання їхнього функціоналу.

Друге протиріччя постає між необ-
хідністю повної формалізації знань про 
предметну область та відсутністю уніфі-
кованих машиночитаних представлень 
нормативних вимог. Усі розглянуті мето-
ди формування профілів захищеності ба-
зуються на експертних оцінках та вима-
гають ручного відображення вимог на 
характеристики конкретної інформаційної 
системи. Значна частина поданих на екс-
пертизу пакетів документації отримує 
негативні висновки або вимагає істотного 
доопрацювання, що призводить до збіль-
шення загального терміну авторизації. Це 
свідчить про високу трудомісткість та
суб’єктивність традиційного підходу.

Третє протиріччя виявляється між 
потребою в комплексній автоматизації 
всього циклу документування та фрагме-
нтарністю існуючих рішень. Ключовою 
вадою є відсутність інтегрованого підхо-
ду, що поєднував би: автоматизований
збір та верифікацію даних про інформа-

ційну систему, інтелектуальний семанти-
чний аналіз текстів нормативних докуме-
нтів, автоматичну класифікацію систем на 
основі формалізованих правил, форму-
вання профілів безпеки відповідно до 
структури нормативних документів, гене-
рацію готової документації у стандарти-
зованих форматах.

Незважаючи на значні досягнення у 
застосуванні онтологічних підходів та 
великих мовних моделей, відсутні ком-
плексні рішення, що поєднують гаранто-
вану достовірність результатів семантич-
ного аналізу з гнучкістю генеративних 
моделей. Існуючі методи не забезпечують 
повної трасованості від вихідних норма-
тивних документів до згенерованої доку-
ментації, що є критичним для систем без-
пеки інформації.

Мета статті полягає у розробці се-
мантичного підходу до автоматизованого 
формування складних документів для си-
стем безпеки інформації на основі онто-
логічного моделювання предметної обла-
сті та інтеграції засобів семантичного 
аналізу з можливостями великих мовних 
моделей.

Концептуальна модель системи. 
Запропонована інтелектуальна система 
підтримки авторизації безпеки інформації 
базується на інтеграції трьох ключових 
компонентів: онтологічної бази знань, за-
собів семантичного аналізу та великих 
мовних моделей.

У процесі авторизації системи безпе-
ки інформації (СБІ) доцільно виокремити 
дві основні множини документів: вхідні та 
вихідні. Такий поділ дозволяє формалізу-
вати взаємозв’язок між етапами підготовки 
документів та спроєктувати алгоритми 
їхньої автоматизованої обробки.

Вхідні документи — це матеріали, 
які створюються на етапі проєктування
інформаційної системи або надаються ко-
ристувачем: опис системи, архітектура, 
перелік оброблюваних даних, попередні 
заходи безпеки. Вихідні документи — це 
результат роботи системи: автоматично 
згенеровані та перевірені звіти, профілі 
безпеки, що формують пакет документів 
для подальшого погодження.
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Формально загальна множина доку-
ментів може бути представлена у вигляді 
(1):

.in outD D D=  (1)

До множини вхідних документів на-
лежать документи та дані, що формуються 
на етапах проєктування або експлуатації 
інформаційної системи (2):

 1 2,  ,  , . in nD d d d= (2)

Множина вихідних документів фор-
мується автоматизованою системою на 
основі вхідних даних та нормативної ба-
зи (3):

 1 2,  ,  ,  .out mD d d d= (3)

Таким чином, вхідні документи ви-
ступають джерелом інформації, тоді як 
вихідні є результатом роботи мультиаген-
тної системи, що обробляє дані за допомо-
гою семантичних технологій та великих 
мовних моделей.

Формальна модель знань
Для забезпечення уніфікованого та 

однозначного представлення знань пред-
метної області пропонується онтологічна 
модель знань у сфері безпеки інформації 
(рис. 1). Вона є центральним компонентом 
системи та забезпечує формалізоване, 
структуроване представлення предметної 
області, виступає єдиним узгодженим 
джерелом знань для всіх інтелектуальних 
модулів системи.

Одним із важливих завдань системи є 
автоматизована трансформація онтологіч-
них знань — концептів, властивостей та 
зв’язків — у структуровані текстові доку-
менти, що відповідають вимогам нормати-
вно-правових актів. На відміну від тради-
ційних підходів, де структура бази даних 
жорстко прив'язується до шаблонів доку-
ментів, запропонований механізм ґрунту-
ється на семантичному мапуванні, яке за-
безпечує гнучке та формально визначене 
відображення між елементами онтології та 

структурними компонентами цільового 
документа.

Нехай O — онтологія системи, а
D — цільовий документ із певною струк-
турою

( )  1 2,  ,  ,  .nStructure D S S S=

Семантичне мапування визначається 
як множина:

( )
,  ,  : ,{

},

( )

,
i j k i

j k

M c s f c O

s Structure D f F

= 

 
(4)

де ic — концепт або властивість онтології; 

js — елемент структури документа (роз-
діл, підрозділ, пункт); kf — функція тран-
сформації, що перетворює онтологічні дані 
у текстовий формат.

Важливою перевагою семантичного 
мапування є його незалежність від конкре-
тних шаблонів документів. У разі зміни 
структури документа (наприклад, дода-
вання нового розділу або пункту) достат-
ньо лише додати нові триплети 
( , , ) ,i new kc s f M не змінюючи саму онто-
логію або базу даних. Отож, онтологія ви-
ступає не лише джерелом даних, а й меха-
нізмом керованого породження текстового 
змісту, що гарантує семантичну відповід-
ність інформаційної моделі нормативній
структурі документа.

Використання онтологічного підходу 
дозволяє забезпечити семантичну узго-
дженість даних, підтримку логічного виве-
дення, а також адаптивність системи до 
змін нормативної бази у сфері технічного 
захисту інформації. Застосування онтоло-
гічного підходу для формалізації знань у 
процесі документування систем безпеки 
дозволяє забезпечити цілісність норматив-
них вимог [13].

Ця онтологічна модель містить на-
ступні класи:

• Normative_Document — клас 
нормативних документів, що регламенту-
ють вимоги до захисту інформації;
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• Security_Requirement — клас ви-
мог безпеки, сформульованих на основі 
нормативних документів;

• Basic_Security_Profile — клас ба-
зових профілів безпеки;

• Target_Security_Profile — клас 
цільових профілів безпеки, адаптованих до 
конкретної інформаційної системи;

• Security_Control — клас заходів 
захисту інформації;

• Information_System — клас ін-
формаційних систем, для яких формується 
профіль безпеки;

• System_Object — клас об’єктів 
системи;

• Data_Type — клас типів даних, 
що обробляються в інформаційній системі.

Онтологічний підхід дозволяє одно-
значно визначити відношення між екземп-
лярами цих класів. Виразна потужність 
онтології дозволяє задавати для таких від-
ношень їхню область значення (домен) та 
визначення (діапазон), їхні логічні харак-
теристики.

Наприклад, для Властивостіi 
s_Sourced_FromДомен — це 
Security_Requirement, а діапазон —
Normative_Document.

В цілому структура онтології є до-
сить стабільною — набір класів та відно-
шень між ними змінюється дуже рідко, 
тільки внаслідок змін нормативних доку-
ментів. Але поповнення онтології екземп-
лярами класів на основі зовнішніх природ-
номовних джерел знань розширює її обсяг 
та забезпечує акуальність представленої 
інформації.

Запропонована структура класів за-
безпечує повне покриття предметної об-
ласті, дозволяє формалізувати зв’язки між 
нормативними вимогами, характеристика-
ми інформаційних систем та відповідними 
заходами захисту.

Інтеграція з великими мовними 
моделями. Великі мовні моделі викорис-
товуються для розв’язання задач, що пот-
ребують розуміння контексту та генерації 
природномовного тексту. Зокрема, великі 
мовні моделі застосовуються для:

Рис. 1. Структурна схема ОМЗ



Семантик Веб та лінгвістичні системи

84

• попередньої обробки та нормалі-
зації текстів нормативних документів;

• генерації пояснень щодо вимог 
безпеки та їхніх взаємозв’язків;

• формування текстових розділів 
документації на основі структурованих 
даних з онтології;

• адаптації документації до різних 
аудиторій та форматів представлення.

Критично важливим є забезпечення 
контролю достовірності генерованого кон-
тенту. Для цього використовується метод 
верифікації, що передбачає перевірку кож-
ного твердження великої мовної моделі на 
відповідність фактам з онтологічної бази 
знань. Формально для кожного тверджен-
ня A, згенерованого моделлю, виконується 
перевірка:

: ( ,  ) ,T KB verify A T true  =

де KB — онтологічна база знань, verify —
функція верифікації відповідності твер-
дження триплетам онтології.

Архітектура системи формування 
документів. Система формування докуме-
нтів реалізована за мультиагентною архі-
тектурою, що включає такі основні компо-
ненти:

- агент аналізу нормативних докуме-
нтів здійснює вилучення та структуруван-
ня вимог з вихідних текстів, формування 
онтологічних триплетів, підтримку актуа-
льності бази знань;

- агент категоризації об’єкта захисту 
виконує визначення класу інформаційної 
системи згідно з нормативними критерія-
ми, ідентифікацію загроз та вразливостей, 
оцінку рівня ризиків;

- агент формування профілю безпеки 
забезпечує вибір релевантних вимог та 
заходів захисту, формування функціональ-
ного профілю захищеності, генерацію пла-
ну імплементації заходів;

- агент генерації документації вико-
нує формування структури документа, ге-
нерацію текстових розділів з використан-
ням великих мовних моделей, верифікацію 
згенерованого контенту, форматування та 
експорт результатів.

Взаємодія агентів здійснюється через 
обмін семантичними повідомленнями, що 
містять онтологічні триплети та метадані 
про контекст виконання задачі. Це забез-
печує прозорість процесу ухвалення рі-
шень та можливість трасування кожного 
елемента документації до вихідних дже-
рел.

Основні етапи обробки. У загаль-
ному випадку задача формування складних 
документів складається з наступних етапів.

1. Збір вхідних даних та їхнє струк-
турування відповідно до вимог предметної 
області. Необхідною вимогою цього є 
створення структури бази знань предмет-
ної області, відповідно до якої визнача-
ються стурктурні елементи даних (це мо-
жна розглядати як визначення набору еле-
ментів семантичної розмітки). Етап збору і 
обробки вхідних даних є базовим, оскільки 
він формує основу для подальших етапів 
класифікації, оцінки та генерації докумен-
тації. Його основне завдання — прийняти 
первинні дані та документи від користува-
ча і перетворити їх на структурований 
формат, зрозумілий для подальших інте-
лектуальних модулів системи. Цей процес 
є критично важливим, оскільки забезпечує 
перехід від неструктурованого природного 
тексту до формалізованого представлення 
знань.

2. Аналіз структрованих даних та 
отримання потрібної користувачу інфор-
мації, з використанням зовнішніх джерел 
знань та онтології предметної області, яка 
формалізує відношення між компонента-
ми.

3. Перевірка відповідності семантики 
отриманих результатів вимогам користу-
вача та правилам предметної області.

4. Генерація результуючого інформа-
ційного об’єкта у формі, що відповідає
правилам предметної області, та пертво-
рення його у формат, потрібний користу-
вачеві.

Для даної задачі ці етапи уточню-
ються наступним чином:

Етап 1. Отримані дані структурують-
ся у формалізованому вигляді (JSON, RDF)
і проходять процедуру семантичного ма-
пінгу з базою знань, яка містить норматив-
ні документи НД ТЗІ. Це дозволяє зістави-
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ти характеристики інформаційної системи 
(ІС) із вимогами нормативної бази та ви-
явити вади у вхідних даних. Якщо даних 
виявляється недостатньо, система автома-
тично формує запити на уточнення до ко-
ристувача. Вхідними даними є базові до-
кументи, що формуються на етапі проєк-
тування інформаційної системи, такі як 
концепція безпеки інформації та приватно-
сті, опис ІС, категорія критичності ІС та 
інші.

Етап 2. На другому етапі структуро-
вані дані потрапляють до модуля оцінки 
відповідності, головним завданням якого 
є визначення наскільки характеристики та 
параметри ІС відповідають встановленим 
вимогам нормативних документів, здійс-
нюється формальна класифікаці ІС, що 
полягає в визначеності категорії критич-
ності. 

Обробка даних відбувається за допо-
могою агента нормативної класифікації, 
який використовує онтології, що дозволя-
ють агенту не просто шукати ключові сло-
ва, а й розуміти смислові зв'язки між різ-
ними термінами та поняттями. Це забезпе-
чує точне та повне зіставлення вимог.

Результатом етапу є два набори да-
них, які стають вхідними для наступних 
етапів:

• перелік БПБ — базовий профіль 
безпеки - мінімально необхідний набір 
заходів і вимог, обов’язкових для ІС;

• шаблон ЦПБ — попередній 
проєкт цільового профілю безпеки.

Етап 3. Після класифікації здійсню-
ється аналіз відповідності, під час якого 
перевіряється виконання вимог норматив-
них документів. Для кожного критерію 
визначається ступінь відповідності (повна, 
часткова або відсутня). Результати аналізу 
передаються до компонента генерації 
профілів, який на основі формалізованих 
правил формує перелік БПБ. Це забезпечує 
формальний перехід від характеристик ІС 
та нормативної бази до структурованого 
переліку вимог, який лягає в основу гене-
рації кінцевих документів для авторизації.

Етап 4. Наступним етапом роботи си-
стеми є автоматизована генерація вихідних 
документів та формування пояснень щодо 
ухвалених рішень.

На вхід отримується перелік БПБ, 
сформований на попередньому етапі шаб-
лон ЦПБ відповідної ІС та структуровані 
результати оцінки відповідності (виконані, 
невиконані, частково виконані вимоги).
Агент генерації взаємодіє з моделлю LLM,
яка не просто заповнює поля в шаблонах, а 
створює зв'язний та зрозумілий текст, 
формує пояснення . Результатом етапу є 
готовий ЦПБ — уніфікований документ із 
повним переліком заходів безпеки, а також 
обґрунтування, пояснення та висновки, 
сформовані інтелектуальною системою.

Висновки
У роботі розроблено семантичний 

підхід до автоматизованого формування 
складних документів для систем безпеки 
інформації, що базується на інтеграції 
онтологічного моделювання, семантично-
го аналізу та можливостей великих мов-
них моделей.

Запропоновано формальну модель 
документообігу, що розділяє вхідні та 
вихідні документи і дозволяє чітко визна-
чити процес трансформації даних у готову 
документацію. Розроблено механізм се-
мантичного мапування між онтологічни-
ми концептами та структурними елемен-
тами документів, що забезпечує гнучкість 
та незалежність від конкретних шаблонів.

Мультиагентна архітектура системи 
забезпечує модульність та можливість 
адаптації до різних предметних областей. 
Інтеграція великих мовних моделей під 
контролем онтологічної бази знань дозво-
ляє поєднати гнучкість генерації природ-
номовного тексту з гарантованою досто-
вірністю інформації.

Розроблений підхід дозволяє суттєво 
скоротити час та трудомісткість підготов-
ки документації систем безпеки інформа-
ції, забезпечити об’єктивність та повноту 
документування, підтримувати актуаль-
ність документації у разі змін норматив-
ної бази.

Подальші дослідження будуть спря-
мовані на розширення онтологічної моде-
лі для охоплення додаткових аспектів 
безпеки інформації, розробку методів ав-
томатизованого виявлення неузгодженос-
тей у нормативній базі, створення механі-
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змів інтерактивної взаємодії експерта із 
системою для уточнення результатів, ап-
робацію розробленого підходу на реаль-
них проєктах систем захисту інформації. 
Також сферою подальших досліджень 
може стати застосування розобленого 
підходу до інших областей, де вирішення 
проблем потребує аналізу великих обсягів 
нормативних документів, обробки звітів 
про виконані роботи та отриманий досвід 
для надання рекомендацій та порад у но-
вих обставинах з урахуванням індивідуа-
льних особливостей користувачів. Також 
важливими напрямами дослідження мо-
жуть стати: аналіз виразних потужностей
онтологічної моделі, можливість її масш-
табування та інтеграції із зовнішніми 
джерелами знань.
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О.П. Ільїна, С.Я. Скибик 

АДАПТИВНА АНСАМБЛЕВА ІНТЕГРАЦІЯ РІШЕНЬ ДЛЯ 
ІНДИКАТОРА РЕСУРСНОЇ БЕЗПЕКИ: МЕТОДОЛОГІЯ 

ТА СТАТИСТИЧНА ВАЛІДАЦІЯ СТАБІЛЬНОСТІ

Забезпечення ефективної підтримки ухвалення рішень у складних розподілених організаційних системах 
(особливо у сфері національної безпеки та оборонного планування) вимагає розробки надійних методів 
класифікації, здатних оперативно діагностувати стани ресурсів та ризики стратегічним інтересам. 
Ефективність індикатора ресурсної безпеки (RSI), побудованого на базі методів машинного навчання, 
критично залежить від стабільності та достовірності інтегрованих прогнозів, особливо в умовах, 
характерних для предметної області: значний дисбаланс класів (де помилка пропуску негативного стану 
є критичною), обмежений обсяг даних, логнормальний розподіл ознак із «довгими хвостами», та 
наявність шумових компонентів, що знижує стабільність окремих класифікаторів. Для вирішення цього 
розроблено адаптивний механізм ансамблевої інтеграції (RSI), що реалізує зважене м’яке голосування 
моделей (NB, SVM, RF, kNN, LR) з уніфікованим калібруванням імовірностей. Центральним елементом 
є композитна динамічна метрика якості (KQ), яка поєднує 𝐹𝐹1𝑛𝑛𝑛𝑛𝑛𝑛 (пріоритет міноритарного класу), 𝑀𝑀𝑀𝑀𝑀𝑀 
та 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑎𝑎𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, адаптуючи їхні ваги на основі кореляції. Інтегровано коефіцієнти довіри (KDR) для 
корекції впливу моделей залежно від їх вразливості до властивостей даних. Валідацію алгоритму 
проведено на синтетичних даних, що імітують логнормальний розподіл та лагові ефекти реальних умов. 
Масштабний експеримент (250 прогонів, парний дизайн) підтвердив високу статистичну значущість 
(𝑝𝑝 <  0.001 за критерієм Вілкоксона) переваги RSI над найкращим окремим класифікатором (Random 
Forest) за всіма метриками (Δ𝐾𝐾𝐾𝐾, Δ𝐹𝐹1𝑛𝑛𝑛𝑛𝑛𝑛, Δ𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑙𝑙𝑛𝑛𝑒𝑒𝑒𝑒). Розмір ефекту (𝑑𝑑-Коена ≥ 1.41) свідчить про 
велику практичну цінність. Результати доводять, що адаптивна інтеграція забезпечує стабільність та 
надійність діагностики ризиків, що критично необхідні для безпекових застосувань.
Ключові слова: класифікація методами машинного навчання, ансамблеве навчання, адаптивна метрика 
якості, дисбаланс класів, м’яке голосування, статистична валідація, підтримка стратегічних рішень.

O.P. Ilyina, S.Ya. Skybyk

ADAPTIVE ENSEMBLE DECISION INTEGRATION FOR 
INDICATOR OF RESOURCE SECURITY: METHODOLOGY AND 

STATISTICAL VALIDATION OF STABILITY

Ensuring effective decision support in complex distributed organizational systems (especially in national security 
and defense planning) requires reliable classification methods capable of rapid diagnosis of resource states and 
risks to strategic interests. The effectiveness of a resource security indicator (RSI) built on machine learning 
methods critically depends on the stability and reliability of integrated predictions under conditions typical of 
this domain: significant class imbalance (where missing a negative state is critical), limited data volume, log-
normal feature distribution with "long tails", and noise components that reduce the stability of individual 
classifiers. To address these challenges, an adaptive ensemble integration mechanism (RSI) was developed, 
implementing weighted soft voting of models (NB, SVM, RF, kNN, LR) with unified probability calibration. 
The central element is a composite dynamic quality metric (KQ), which combines 𝐹𝐹1𝑛𝑛𝑛𝑛𝑛𝑛 (prioritizing the 
minority class), 𝑀𝑀𝑀𝑀𝑀𝑀, and 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑎𝑎𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, adapting their weights based on correlation. Trust coefficients (KDR) 
are integrated to adjust the influence of models depending on their vulnerability to data properties. Algorithm 
validation was performed on synthetic data simulating log-normal distribution and lag effects of real-world 
conditions. A large-scale experiment (250 runs, paired design) confirmed high statistical significance (𝑝𝑝 <
 0.001 by Wilcoxon test) of RSI superiority over the best single classifier (Random Forest) across all metrics 
(Δ𝐾𝐾𝐾𝐾, Δ𝐹𝐹1𝑛𝑛𝑛𝑛𝑛𝑛, Δ𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑙𝑙𝑛𝑛𝑛𝑛𝑛𝑛). The effect size (Cohen's 𝑑𝑑 ≥ 1.41) indicates large practical value. The results 
demonstrate that adaptive integration ensures stability and reliability of risk diagnosis, critically necessary for 
security applications.
Keywords: machine-learning classification, ensemble training, adaptive quality metric, class imbalance, soft 
voting, statistical validation, strategic decision support.



89

Інформаційні системи організаційного управління

 

Вступ
Для забезпечення життєздатності та 

захисту інтересів розподілених організа-
ційних систем, особливо в умовах динаміч-
ного середовища воєнної сфери національ-
ної безпеки та оборонного планування, 
критично необхідна наявність інструментів 
експрес-діагностики ресурсних загроз. 
Розглянуте в [1] моделювання індикатора 
ресурсної безпеки (Resource Security 
Indicator — RSI) ґрунтується на сучасних 
методах машинного навчання (ML-
класифікації), проте його ефективність на 
практиці стикається з низкою фундамен-
тальних викликів, зумовлених специфікою 
вхідних даних. До таких викликів нале-
жать: значний дисбаланс класів на користь 
позитивного (нормального) стану, обмеже-
ний обсяг спостережень через специфіку 
доменної області, а також складність 
розподілів ознак. Значення останніх 
обмежені як доля від певного нормативу, 
демонструють скупчення навколо серед-
нього або медіани, а також наявність 
вагомих «хвостів» внаслідок наявних стра-
тегій постачання, що ускладнює коректне 
та ефективне оперування ними. 

У цих умовах надійність будь-якого 
окремого класифікаційного механізму 
ставиться під сумнів, оскільки різні моделі 
можуть демонструвати нестабільну пове-
дінку на різних підмножинах даних. Це 
робить актуальним дослідження стабіль-
ності якості класифікації та розробку 
інтеграційних підходів, здатних компен-
сувати слабкі сторони окремих методів. 
Динаміка змін у середовищі безпеки вима-
гає інструментів, які не лише надають точ-
ковий прогноз, а й адаптуються до змінних 
характеристик даних, мінімізуючи ризики 
пропуску загроз (False Negative), які 
можуть мати катастрофічні наслідки для 
стратегічного планування.

1.  Аналіз літературних даних і 
постановка проблеми

Попередні етапи досліджень 
дозволили сформувати базовий апарат 
побудови RSI, орієнтований на оперування 
за умов невизначеності,  що реалізує 
ансамблеву інтеграцію гетерогенних 

класифікаторів [1]. Однак детальний аналіз 
предметної області та попередніх резуль-
татів виявив необхідність орієнтувати 
алгоритм на доменну специфіку [2], [3] 
даних і пріоритетів. Це зумовило відмову 
від дискретного (жорсткого) голосування, 
де кожна модель має один рівноправний 
голос незалежно від ступеня її впевненості. 
Такий підхід втрачає критично важливу 
інформацію про ймовірнісний розподіл 
прогнозів [4]. Крім того, використання 
єдиної статичної метрики якості (напри-
клад, тільки F1 або Каппа Коена) є 
неадекватним для даних з високим та 
змінним дисбалансом. Статичні метрики 
часто ігнорують внутрішню кореляцію між 
критеріями якості, що може призводити до 
зміщених оцінок та «перенавчання» під 
мажоритарний клас, особливо коли дані 
містять шум або аномальні викиди.

Проблематика інтеграції рішень для 
RSI зосереджена навколо факторів, харак-
терних для предметної області:

•  Різнорідність ознак та склад-
ність розподілів: Поєднання логнор-
мальних ресурсних показників та дискрет-
них лагових ознак ускладнює навчання 
стандартних моделей, вимагаючи специ-
фічного препроцесингу.

•  Критичність гіподіагностики: В 
умовах безпеки вартість пропуску нега-
тивного прецеденту (загрози) є неспівмірно 
вищою за вартість хибної тривоги, що 
вимагає жорсткої пріоритезації метрик для 
міноритарного класу (негативний стан).

•  Залежність моделей від 
властивостей даних: Згідно з теоремою No 
Free Lunch [5], не існує універсального 
класифікатора, оптимального для всіх сце-
наріїв розподілу даних. Це вимагає меха-
нізму, який би динамічно враховував враз-
ливість кожної моделі до поточних умов.

Постановка проблеми полягає у необ-
хідності розробки та емпіричної валідації 
адаптивного механізму інтеграції рішень, 
який забезпечить стійкість, достовірність та 
інтерпретованість прогнозу в умовах 
високої невизначеності, де ціна помилки є 
критичною.
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2. Мета і завдання дослідження
Мета дослідження: Розробити та 

статистично валідувати адаптивний ме-
ханізм ансамблевої інтеграції рішень (RSI), 
здатний забезпечити стійкість і надійність 
оцінки в умовах, характерних для даних 
ресурсної безпеки (обмеженість вибірки, 
наявність шумів, значний дисбаланс 
класів).

Завдання дослідження:
1. Розробити механізм зваженого 

м'якого голосування (Weighted Soft Voting), 
що включає уніфіковане калібрування 
імовірностей для забезпечення мате-
матичної коректності та порівнянності 
виходів різнорідних моделей ансамблю.

2. Сформувати динамічну ком-
позитну метрику якості (KQ), яка авто-
матично адаптує ваги своїх компонентів до 
характеристик конкретного набору спос-
тережень, мінімізуючи вплив мультиколі-
неарності критеріїв та акцентуючи увагу на 
виявленні загроз.

3. Статистично підтвердити пере-
вагу адаптивного ансамблю RSI над 
найкращим окремим класифікатором (RF) 
через масштабний експеримент із вико-
ристанням парного дизайну та оцінки 
розміру ефекту.

3. Методи і матеріали досліджень
Дослідження ґрунтується на методах 

ансамблевого машинного навчання, теорії 
математичної статистики, методах 
обчислювального експерименту на основі 
генерації синтетичних даних та розробці 
адаптивних метрик якості. Програмна 
реалізація алгоритму виконана в 
середовищі R v4.5.1 “Great Square Root” 
(реліз 13.06.2025) із використанням пакетів 
`caret` (v7.0-1, оновлено 10.12.2024), 
`ranger` (v0.17.0, оновлено 08.11.2024), 
`e1071` (v1.7-16, оновлено 16.09.2024) та 
`class` (v7.3-23, оновлено 01.01.2025), що 
мають актуальні стабільні релізи станом на 
кінець 2025 року та забезпечують сучасні 
програмні реалізації використовуваних 
класифікаційних алгоритмів. Детальний 
опис швидкої реалізації Random Forest у 
пакеті `ranger` наведено в [6], а сучасні 
підходи до побудови та налаштування 

моделей із використанням `caret` систе-
матизовано в [7].

Архітектура гетерогенного 
ансамблю. RSI використовує гетерогенний 
набір з п'яти базових моделей: Naive Bayes 
(NB), Support Vector Machine (SVM), 
Random Forest (RF), k-Nearest Neighbors 
(kNN), та Logistic Regression (LR). Вибір 
саме цих алгоритмів обумовлений необ-
хідністю забезпечення максимальної різно-
манітності помилок, що розглядається як 
ключова умова ефективності ансамблів [4], 
[8]. Наприклад, NB ефективний для неза-
лежних ознак і швидкого навчання, SVM 
добре працює з високорозмірними просто-
рами та знаходить оптимальні розділяючі 
гіперплощини. RF забезпечує робастність 
до шуму та викидів, kNN ефективний для 
виявлення локальних структур даних, а LR 
надає базову лінійну апроксимацію ймовір-
ностей. Таке поєднання дозволяє компен-
сувати слабкі сторони одних моделей силь-
ними сторонами інших, створюючи синер-
гетичний ефект. Деталі конфігурації та 
гіперпараметрів цих моделей були пред-
ставлені в попередній роботі [1], а уза-
гальнений огляд ансамблевого навчання 
подано в [8].

Доменно-специфічні фактори. 
Алгоритм RSI проєктувався як відповідь на 
низку викликів, характерних для ресурсних 
даних індикатора та контексту ухвалення 
рішень. Ці виклики систематизовано у 
вигляді множини факторів Ф1–Ф11:

Ф1. Різнорідність ознак за типами 
(ресурсні, лагові, службові) та шкалами 
вимірювання.

Ф2. Складність розподілів (обме-
женість області, скупченість, правосто-
ронні «хвости»).

Ф3. Залежність поточного стану 
від ресурсної передісторії (інерційність 
процесів, часові лаги).

Ф4. Високий дисбаланс на користь 
позитивного (нормального) класу.

Ф5. Критичність гіподіагностики 
незадовільних станів (пропуск негативних 
станів є набагато небезпечнішим, ніж хибна 
тривога).
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Ф6. Наявність нефіксованих зов-
нішніх факторів впливу, які можуть змі-
нювати розподіли без прямого спос-
тереження.

Ф7. Неоднорідність умов спосте-
режень у часі та між різними підмно-
жинами даних.

Ф8. Епізоди оцінювання цільової 
змінної за відмінними експертними моде-
лями та шкалами.

Ф9. Обмежений обсяг доступних 
даних у порівнянні з потенційною склад-
ністю простору ознак.

Ф10. Використання різних типів 
класифікаційних моделей (імовірнісних, 
геометричних, деревоподібних) в одному 
ансамблі.

Ф11. Вимога придатності результа-
тів класифікації для практичної підтримки 
рішень організаційної системи.

Етапи розробки адаптивного 
ансамблю: Ключові етапи та дії. Запро-
понований алгоритм побудови та навчання 
індикатора становить наступну послідов-
ність етапів та дій.

Е1. Підготовка даних
DSN→LS, TS,

де DSN  ̶ первинний масив спосте-
режень, LS, TS-відповідно навчальна й 
тестова вибірка.

Е1.1 Структуризація системи ознак. 
Е1.2 Обробка пропусків. 
Е1.3 Масштабування.
Е2. Навчання моделей ансамблю

Mi, LS→ UPi (LS), MT
i, KQi,  i = 1,...,6,

де MT
i –тренована на даних LS 

калібрована модель Mi ; 
UPi (LS)-результат класифікації в 

точках LS від моделі Mi, поданий як 
калібрована імовірність позитивного класу;

KQi – значення трикомпонентної 
(критерії F1, MCC, Каппа) метрики якості 
класифікації.

Е2.1 Організація циклу крос-
валідації на LS. 

Е2.2 Параметризація процедури 
навчання за допомогою метрики якості. 

Е2.3 Реалізація навчання Mi з 
використанням крос-валідації та уніфі-
кованого калібрування результуючих 

імовірностей (крос-валідаційне калібру-
вання за методом Платта [4]).

Е3. Визначення апріорних коефі-
цієнтів довіри до елементів ансамблю

D, S, Mi →KDRi,

де D  ̶  вимоги до статистичної моде-
лі даних, що визначають вразливості моделі 
Mi; 

S  ̶  ризики порушення вимог у вико-
ристовуваних даних; 

KDR  ̶  експертна оцінка коефіцієнту 
довіри.

Е4. Побудова динамічної метрики 
якості класифікації
UPMCC

i(LS),UPKAPPA
i(LS),UPF1

i(LS), KQi  → 
CORi, WKQD

i

де UPMCC
i(LS), UPKAPPA

i(LS), 
UPF1

i(LS)  ̶ результати класифікації, отрима-
ні аналогічно Етапу 3, але з використанням 
метрики якості тільки з одним із трьох 
елементів-критеріїв; 

COR  ̶  коефіцієнт кореляції вхідних 
масивів; 

WKQD  ̶ ваговий коефіцієнт відпо-
відного критерію в складі динамічної 
метрики якості KQDi .

Е5. Прогнозна інтегрована класифі-
кація для спостережень тестової вибірки

TS, {MT
i , WKQD

i , KDRi }, TRP→ UPi (TS), 
DPi (TS),

де MT
i – треновані на етапі Е2 моделі;

WKQD  ̶  вагові коефіцієнти критеріїв 
в метриках KQD моделей; 

KDR  ̶  коефіцієнти довіри до моде-
лей; 

TRP  ̶  множина значень імовірності, 
одне з яких буде обрано як поріг для проє-
ктування неперервних значень імовірності 
класу на бінарну шкалу (0, 1); 

UPi(TS)  ̶  імовірнісний прогноз; 
DPi(TS)  ̶  дискретизований прогноз.
Е5.1. Розрахунок ваги моделей. 
Е5.2. Імовірнісний прогноз від MT

i  в 
точках TS. 

Е5.3. Зважене усереднення прогнозу. 
Е5.4. Дискретизація прогнозу.

В Табл. 1 надано обґрунтування основ-
них положень пропонованого алгоритму.
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Таблиця 1 
Основні положення алгоритму

Етап Виклики Втілені в алгоритмі методичні рішення Аргументація доцільності

Е1.1 Ф1 Розрізнення ресурсних та лагових ознак Різний препроцесинг для запобі-
гання мультиколінеарності

Е1.2 Ф1, Ф3 Видалення спостережень з пропуском лагів 
та kNN доповнення ресурсних

Збереження послідовностей

Е1.3 Ф1,Ф2, 
Ф6,Ф10

Робастне масштабування ресурсних ознак 
в LR, kNN, SVM з використанням медіани 
та інтерквартильного розмаху (IQR) 
замість середнього та дисперсії (без 
зважування класів і видалення 
корельованих ознак)

Забезпечення однорідності ознак за 
шкалами та, що найважливіше, 
зменшення деструктивного впливу 
аномальних викидів, характерних 
для «важких хвостів» логнор-
мальних розподілів.

Е2.1 Ф4, Ф6, 
Ф7, Ф8

5 фолдів з почерговим використанням в 
ролі тестового

Стабільність оцінки якості

Е2.2 Ф4, Ф5 Апріорна метрика якості KQi для моделі Mi: 
зважена сума адаптованих критеріїв F1 (з 
інверсією класів), MCC та Каппа 
(перенормованої)

Акцент на виявленні негативних 
станів, баланс аспектів якості, зістав-
ність 

Е2.3 Ф10 Навчання Mi з крос-валідаційним 
калібруванням імовірностей за методом 
Платта [4]

Отримання достовірних та уніфі-
кованих імовірностей. 

Е3 Ф2, Ф3, 
Ф6,Ф10

Визначення коефіцієнтів довіри (KDR) Регуляція впливу моделей згідно 
вразливості до властивостей спосте-
режень, ще до етапу оцінки їхньої 
емпіричної точності.

Е4 Ф3, Ф4, 
Ф5

Урахування фактичної корельованості 
елементів KQi для динамічної вагової 
параметризації з отриманням KQDi для Mi

Адаптивна та об'єктивна оцінка 
якості, що пріоритезує міноритарний 
клас і запобігає домінуванню 
колінеарних метрик

Е5.1 Ф2, Ф3, 
Ф5,Ф10

Вагові коефіцієнти моделей Mi для наступ-
ного використання в голосуванні

Інтеграція вразливості Mi з 
продемонстрованою якістю

Е5.2 Ф10 Прогноз індивідуальних (від Mi) 
імовірностей класів для тестових точок  

Зіставлення Mi - прогнозів завдяки 
попереднім крокам 

Е5.3 Ф2, Ф4, 
Ф6, Ф7, 
Ф8, Ф9

Інтеграція індивідуальних прогнозів для 
точок тестової вибірки зваженим м’яким 
голосуванням [4]

Підвищення впливу переваг, запо-
бігання переоцінці більшого класу, 
агрегація розмитих рішень у разі 
складних розподілах ознак

Е5.4 Ф11 Оптимальна порогова дискретизація 
результатів класифікації (границя між 
класами встановлюється як значення 
ймовірності, яке максимізує KQD в точках 
тестової вибірки)

Створення можливості порівняння 
прогнозу класу з фактичними 
значеннями для тестової вибірки з 
метою наступної оцінки власти-
востей індикатора
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Табл. 1 узагальнює основні поло-
ження алгоритму RSI та демонструє 
взаємозв’язок усіх його етапів із відповіддю 
на конкретні виклики — від підготовки 
даних і тренування моделей до формування 
та оцінки інтегрованого результату. Далі 
буде розглянуто низку критичних 
компонентів цієї схеми, які забезпечують 
адаптивне узгодження ансамблю з 
властивостями даних. 

Уніфіковане калібрування рішень. 
Для забезпечення сумісності ймовірностей 
у м'якому голосуванні використовується 
уніфіковане крос-валідаційне калібрування 
Плата. Ця процедура перетворює "сирі" 
вихідні дані моделей (наприклад, decision 
values SVM або дистанції kNN) на 
достовірні псевдо-імовірності. Це особливо 
важливо для SVM, який стандартно 
повертає лише відстань до розділяючої 
гіперплощини, та для Random Forest, який 
часто схильний до надмірної впевненості 
на краях діапазону (близько 0 та 1). 
Калібрування дозволяє привести виходи 
всіх моделей до єдиної ймовірнісної шкали, 
що є необхідною умовою для коректного 
математичного усереднення; детальний 
аналіз підходів до калібрування наведено в 
[9], [10]. 

Визначення коефіцієнту довіри 
KDR. Вплив моделей в ансамблі додатково 
коригується коефіцієнтом довіри 𝐾𝐾𝐾𝐾𝑅𝑅𝑖𝑖, 
який відображає ступінь порушення 
припущень даних для кожної моделі. 
Розрахунок 𝐾𝐾𝐾𝐾𝑅𝑅𝑖𝑖 дозволяє інтегрувати 
апріорні експертні знання про вразливість 
моделей згідно з формулою: 

𝐾𝐾𝐾𝐾𝑅𝑅𝑖𝑖 = 1
4 ∑ 𝐸𝐸𝐸𝐸𝐸𝐸[𝑖𝑖, 𝑗𝑗]

𝑗𝑗
× 𝐼𝐼𝐼𝐼[𝑖𝑖, 𝑗𝑗]

де 𝐸𝐸𝐸𝐸𝐸𝐸 — матриця експертних 
оцінок вразливості моделей до порушення 
властивостей даних, а 

𝐼𝐼𝐼𝐼 — індикатори фактичного пору-
шення цих умов у поточному наборі 
спостережень.

Для кожного класифікатора 𝑀𝑀𝐶𝐶𝑖𝑖 з 
пулу 𝑃𝑃𝑃𝑃 = {NB,SVM,RF,kNN,LR} на основі 
аналізу широкого спектру класичних 
публікацій, зокрема [11], експертно 
оцінюється критичність чотирьох вимог до 
даних:

1. Форма розподілу ознак (feature 
distribution);

2. Незалежність ознак (feature 
independence);

3. Баланс спостережень за класами 
(observation data balance);

4. Шкала вимірювання (measurement 
scale).

Кожна вимога 𝑗𝑗 для моделі 𝑖𝑖 
оцінюється на трирівневій шкалі 𝑒𝑒𝑒𝑒𝑑𝑑𝑖𝑖𝑖𝑖 ∈
{0; 0.5; 1}, де 0 означає відсутність суттєвих 
вимог моделі до відповідної властивості 
даних, 0.5 – помірну чутливість (порушення 
припущення допустимі за наявності 
стандартних компенсуючих заходів), 1 – 
критичну чутливість. Обґрунтування 
кожного значення 𝑒𝑒𝑒𝑒𝑑𝑑𝑖𝑖𝑖𝑖 проводилося за 
чотирма аспектами 𝐴𝐴𝑎𝑎,𝑗𝑗 (із 𝑎𝑎 =  1, … ,4): 

(𝑎𝑎 = 1) - наявність первинного 
методичного обмеження; 
(𝑎𝑎 = 2) - доступні та фактично засто-
совані в RSI заходи робастності; 
(𝑎𝑎 = 3) - програмні засоби (R-паке-
ти/функції), використані для реалі-
зації цих заходів; 
(𝑎𝑎 = 4) - потенційні ризики для 
якості класифікації у разі порушення 
вимоги. 
Підсумкова матриця 𝐸𝐸𝐸𝐸𝐸𝐸, наведена 

у Табл. 2, фіксує лише теоре-
тико-методичну вразливість моделей; у 
формулі для 𝐾𝐾𝐾𝐾𝑅𝑅𝑖𝑖 вона поєднується з 
масивом індикаторів 𝐼𝐼𝐼𝐼𝑖𝑖𝑖𝑖, які залежать від 
конкретних спостережень.
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Таблиця 2

Експертні коефіцієнти критичності 𝑒𝑒𝑒𝑒𝑑𝑑𝑖𝑖𝑖𝑖 та аргументація для моделей ансамблю RSI

Розподіл ознак Aa1 Незалежність ознак 
Aa2

Збалансованість 
спостережень Aa3

Шкала значень Aa4

Байєсівський класифікатор

ekdi1 0 0 0.5 0

a = 1 Не накладаються 
жорсткі параметрич-
ні вимоги до форми 
розподілу ознак

Передбачається 
умовна незалежність 
ознак

Дисбаланс класів 
зміщує апостеріорні 
ймовірності до мажо-
ритарного класу

Окремих вимог 
немає за умови 
коректного препро-
цесингу

a = 2 Непараметрична 
оцінка щільності 
(KDE) із парамет-
рами usekernel = 
TRUE, adjust = 1

Ознаки структуро-
вано за типами (ре-
сурсні, лагові), що 
обмежує складні 
залежності

Баланс класів частко-
во стабілізується зав-
дяки стратифікова-
ному поділу train/test

Працює з уже узгод-
жено препроцесо-
ваними ознаками

a = 3 caret::train (method= 
"nb"); 
e1071::naiveBayes

caret, e1071 caret::confusionMatrix; 
mltools

caret, e1071

a = 4 Мінімальні Сильні приховані за-
лежності між ознака-
ми можуть порушу-
вати припущення 
умовної незалеж-
ності

Ризик пропуску 
негативних станів

Непослідовне коду-
вання типів ознак 
може викривляти 
інтерпретацію 
щільностей

Метод опорних векторів SVM

ekdi2 0 0 0.5 0.5

a = 1 Немає вимоги нор-
мальності; проблеми 
переважно за умови 
дуже складних 
кордонах та шумі

Загалом стійка до 
помірної мультиколі-
неарності

За суттєвого дисба-
лансу гіперплощина 
може «зміщуватися» 
на користь 
мажоритарного класу

Дуже чутлива до 
масштабу ознак

a = 2 Застосовано 
радіальне ядро з 
підбором параметрів 
регуляризації та 
ширини ядра

Ознаки 
структуровано за 
типами (ресурсні, 
лагові), що обмежує 
складні залежності

Баланс класів частко-
во стабілізується зав-
дяки стратифікова-
ному поділу train/test

Робастне масштабу-
вання числових ознак 
(центрування за 
медіаною та масшта-
бування за IQR) 

a = 3 caret::train (method= 
"svmRadial"); 
kernlab::ksvm; 
stats::glm

caret, kernlab, 
stats::glm

caret, kernlab caret, kernlab
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Розподіл ознак Aa1 Незалежність ознак 
Aa2

Збалансованість 
спостережень Aa3

Шкала значень Aa4

a = 4 Невдалий вибір пара-
метрів ядра може 
призводити до пере- 
або недонавчання на 
складних розподілах

Мультиколінеарність 
здатна погіршувати 
стабільність опорних 
векторів і ускладню-
вати інтерпретацію 
моделі

За значного дисба-
лансу можливе 
зміщення розділя-
ючої гіперплощини 
на користь мажори-
тарного класу

Некоректне масшта-
бування ознак здатне 
суттєво викривлю-
вати відстані в 
ознаковому просторі

Випадковий ліс

ekdi3 0 0 0.5 0

a = 1 Відсутні Відсутні Схильність до 
мажоритарного класу 
при дисбалансі

Відсутні

a = 2 Непотрібні Ознаки групуються 
за типами (ресурсні, 
лагові)

Баланс класів частко-
во стабілізується зав-
дяки стратифікова-
ному поділу train/test

Не застосовується

a = 3 caret::train (method= "rf"); randomForest; ranger

a = 4 Відсутні Відсутні За сильного дисба-
лансу існує ризик 
систематичного 
недопредставлення 
міноритарного класу

Відсутні

Метод найближчих сусідів kNN

ekdi4 0 0.5 0.5 0.5

a = 1 Не висуваються при-
пущення щодо фор-
ми розподілів, але є 
чутливість до шуму

Сильні кореляції між 
ознаками 
спотворюють 
евклідові відстані

У разі дисбалансу 
найближчі сусіди 
часто належать 
мажоритарному 
класу

Відстані сильно зале-
жать від масштабу 
ознак; «довгі» шкали 
домінують у метриці

a = 2 Не застосовуються; 
робастність досяга-
ється за рахунок 
вибору відстаневої 
метрики та масшта-
бування

Ознаки розділено за 
типами (ресурсні, 
лагові)

Баланс класів 
частково стабі-
лізується завдяки 
стратифікованому 
поділу train/test

Для числових ознак 
застосовано робастне 
масштабування (ме-
діана/IQR), що змен-
шує домінування ок-
ремих ознак у відста-
нях

a = 3 caret::train (method= "knn"); class::knn; kknn::train.kknn
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Розподіл ознак Aa1 Незалежність ознак 
Aa2

Збалансованість 
спостережень Aa3

Шкала значень Aa4

a = 4 Наявність шуму та 
розрідженості може 
робити сусідства 
нестабільними 

Сильні кореляції між 
ознаками спотво-
рюють геометрію 
простору

Виражений дисба-
ланс класів може 
призводити до домі-
нування мажоритар-
ного класу серед 
найближчих сусідів

Відсутність корект-
ного масштабування 
робить результат за-
лежним від вибору 
одиниць вимірю-
вання

Логістична регресія

ekdi5 0 0.5 0.5 0.5

a = 1 Не вимагається, 
проте викиди та 
асиметрія можуть 
впливати на 
стабільність оцінок

Мультиколінеарність 
збільшує дисперсію 
оцінених коефі-
цієнтів та ускладнює 
інтерпретацію

У разі дисбалансу 
класів максимізація 
правдоподібності 
тяжіє до 
мажоритарного класу

Чутливість до неко-
ректного кодування 
категоріальних змін-
них та різких відмін-
ностей масштабів

a = 2 Для зменшення 
впливу викидів 
використано 
робастне масштабу-
вання числових ознак

Ознаки розділено за 
типами (ресурсні, 
лагові)

Баланс класів 
частково 
стабілізується 
завдяки 
стратифікованому 
поділу train/test

Для числових ознак 
використано робаст-
не масштабування 
(медіана/IQR), що 
підвищує стабіль-
ність оцінених 
коефіцієнтів 

a = 3 caret::train (method= "glm", family =binomial); stats::glm

a = 4 Сильні відхилення 
від «регулярних» 
розподілів (викиди, 
важкі «хвости») 
можуть зміщувати 
оцінки параметрів

Виражена мульти-
колінеарність здатна 
значно збільшувати 
дисперсію оцінених 
коефіцієнтів

У разі значного 
дисбалансу 
логістична регресія 
може повертати 
добре калібровані, 
але зміщені ймовір-
ності з низькою 
чутливістю до 
міноритарного класу

Некоректне коду-
вання категоріальних 
змінних і великі 
відмінності масшта-
бів між ознаками 
можуть суттєво 
погіршувати якість 
класифікації

Адаптивна метрика якості (KQ). 
Якість класифікації оцінюється за 
композитним індикатором 𝐾𝐾𝐾𝐾, розроб-
леним у цьому дослідженні спеціально для 
обробки незбалансованих даних; детальний 
огляд проблеми навчання на 
незбалансованих вибірках і відповідних 
метрик подано, зокрема, в [12], [13], [14]. 
Метрика включає три компоненти:

• 𝐹𝐹1𝑛𝑛𝑛𝑛𝑛𝑛 (базова вага 𝑤𝑤𝑓𝑓1 = 0.5) — 
гармонічне середнє Precision та Recall для 
негативного класу. Висока вага цього 

компонента є свідомим вибором для 
пріоритезації виявлення критичних загроз, 
навіть якщо це призводить до незначного 
зниження загальної точності [2];

• 𝑀𝑀𝑀𝑀𝑀𝑀 (базова вага 𝑤𝑤𝑚𝑚𝑚𝑚𝑚𝑚 = 0.35) — 
коефіцієнт кореляції Метьюса. Це робастна 
оцінка загальної якості, яка враховує всі 
чотири елементи матриці плутанини (TP, 
TN, FP, FN) і залишається адекватною 
навіть за сильного дисбалансу класів;

• 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑎𝑎𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (базова вага 𝑤𝑤𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 =
0.15) — нормалізована каппа Коена, що 
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відображає перевагу моделі над 
випадковим вгадуванням. Метрика є 
динамічною, оскільки її вагові коефіцієнти 
автоматично коригуються на основі 
кореляції 𝑟𝑟 між 𝑀𝑀𝑀𝑀𝑀𝑀 та 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑎𝑎𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (фактор 
надлишковості). Якщо ці метрики сильно 
корелюють на поточному наборі даних, їхні 
ваги пропорційно зменшуються, щоб 
уникнути дублювання інформації та 
перекосу оцінки. Це забезпечує адап-
тованість 𝐾𝐾𝐾𝐾 до фактичних характеристик 
навчальних даних і робить її більш стійкою 
до змін у розподілах.

Зважене м'яке голосування. 
Фінальне інтегроване рішення отримується 
через процедуру зваженого м'якого 
голосування [4], [8]:

𝑝𝑝𝑖̂𝑖 = ∑ 𝑊𝑊𝑚𝑚

𝑁𝑁

𝑚𝑚=1
⋅ 𝑃𝑃𝑚𝑚(𝑥𝑥𝑖𝑖),

де 𝑃𝑃𝑚𝑚(𝑥𝑥𝑖𝑖) — калібрована імовірність 
позитивного класу від моделі 𝑚𝑚, а 

вага 𝑊𝑊𝑚𝑚 залежить від якості моделі 
𝐾𝐾𝑄𝑄𝑚𝑚 та її коефіцієнта довіри 𝐾𝐾𝐾𝐾𝑅𝑅𝑚𝑚: 𝑊𝑊𝑚𝑚 ∝
𝐾𝐾𝑄𝑄𝑚𝑚 ⋅ (1 − 𝐾𝐾𝐾𝐾𝑅𝑅𝑚𝑚). 

Обґрунтування переваги м'якого 
голосування полягає у використанні всієї 
інформації про ступінь впевненості моделі. 
На відміну від жорсткого голосування, де 
"невпевнене" рішення моделі (наприклад, 
ймовірність 0.51) має таку ж вагу, як і 
"впевнене" (0.99), м'яке голосування 
дозволяє точніше агрегувати прогнози, 
надаючи більшу вагу більш впевненим 
моделям. Це призводить до формування 
гладкішої розділяючої поверхні та значно 
якісніших інтегрованих імовірностей. 
Оптимальний поріг дискретизації 
встановлюється не фіксовано (0.5), а 
адаптивно — як значення, що максимізує 
фінальну метрику 𝐾𝐾𝐾𝐾 на тестовій вибірці, 
що дозволяє гнучко балансувати точність і 
повноту залежно від поточних умов задачі.

Генерація даних для 
експерименту. Для дослідження стабіль-
ності використано синтетично згенеровані 
дані, що імітують складні виклики 
предметної області: логнормальний 
розподіл ознак, дисбаланс (20% негатив-
ного класу) та інерційність процесів (лагові 

ознаки). Значення мітки імітують експертні 
оцінки цільової благополучності, які 
надаються наприкінці чергового періоду 
аудиту та розповсюджуються на ресурсні 
спостереження по всій його довжині. 
Введення лагових ознак паралельно з 
ознаками рівня забезпеченості за видами 
ресурсу обслуговує потребу в урахуванні 
впливів на благополучність, спричинених 
ресурсними даними попередніх періодів. 
Використання синтетичних даних є 
необхідним методологічним кроком, 
оскільки дозволяє точно контролювати 
параметри розподілів та рівень шуму, що 
неможливо на обмежених реальних 
історичних вибірках. Експеримент прово-
дився на 5 серіях датасетів з обсягами 
вибірок: 3000, 1500, 840, 364 та 140 
спостережень. Логіка генератора ґрунту-
ється на «м’якому скоринговому відборі» 
(soft scoring selection). Цей метод враховує 
поточний стан системи (𝐿𝐿), попередній стан 
(𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) та інерційні параметри (𝐹𝐹𝐹𝐹1 — 
довжина серії станів) для відбору значень з 
батьківських логнормальних розподілів. 
Скоринг-функція 𝑆𝑆 інтегрує вплив «хвоста» 
розподілу та довжини серії періодів із 
стабільним  значенням мітки, що дозволяє 
генерувати реалістичні часові ряди з 
залежностями, імітуючи складні процеси 
деградації ресурсів, а не просто випадковий 
шум.

Дизайн статистичного експерименту. 
Експеримент включав 250 незалежних 
прогонів на 5 різних синтетичних дата-
сетах. Було застосовано парний дизайн 
(Paired Design) для порівняння ансамблю 
RSI проти Random Forest (RF) [15]. Вибір 
RF як базового еталону є обґрунтованим, 
оскільки попередні дослідження показали, 
що RF є найкращим окремим класи-
фікатором серед компонентів ансамблю. 
Таким чином, це найбільш суворий тест, що 
дозволяє оцінити саме додаткову цінність 
механізму інтеграції, а не просто перевагу 
над слабкими моделями. Парний дизайн 
нівелює вплив випадкових факторів 
(випадкове початкове значення, розбиття на 
навчальну/тестову вибірки), фокусуючись 
виключно на різниці в ефективності 
методів на одних і тих самих даних. Для 
оцінки переваги використовувався аналіз 



98

Інформаційні системи організаційного управління

дельт (Δ =  𝑅𝑅𝑅𝑅𝑅𝑅 −  𝑅𝑅𝑅𝑅) та такі статистичні 
критерії:

• Критерій знакових рангів Вілкоксона 
— непараметричний тест для 
перевірки гіпотези про зсув медіани 
різниць;

• Парний t-критерій Стьюдента — 
для перевірки середнього значення 
різниць;

• Розмір ефекту d-Коена — для 
оцінки практичної значущості 
отриманої різниці.

4. Результати досліджень
Огляд загальної ефективності 

ансамблю. Проведені дослідження на 250 

прогонах показали, що ансамбль RSI 
перевершив якість найкращої окремої 
моделі (Random Forest) у всіх 5 серіях 
експерименту (з обсягами від 3000 до 140 
спостережень), незалежно від параметрів 
датасету (розміру вибірки та рівня шуму). 
Це свідчить про універсальність 
запропонованого підходу.

Статистична значущість переваги 
RSI. Середні абсолютні значення метрик 
якості, отримані під час експерименту, 
наведені у Табл. 3. Результати аналізу дельт 
(Δ =  𝑅𝑅𝑅𝑅𝑅𝑅 −  𝑅𝑅𝑅𝑅) за загальною вибіркою 
(250 прогонів) підтвердили статистичну 
значущість переваги RSI, що детально 
представлено у Табл. 4.

Таблиця 3
Середні абсолютні значення метрик (250 прогонів)

Метрика Ансамбль RSI 
(Середнє)

Random Forest 
(Середнє)

Різниця 𝚫𝚫 
(RSI - RF)

Медіана 𝚫𝚫 
(RSI - RF)

𝐾𝐾𝐾𝐾 0.6260 0.5578 +0.0682 +0.0499

𝐹𝐹1𝑛𝑛𝑛𝑛𝑛𝑛 0.6432 0.5609 +0.0823 +0.0647

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑙𝑙𝑛𝑛𝑛𝑛𝑛𝑛 0.7108 0.4646 +0.2462 +0.2143

Таблиця 4 
Статистична значущість переваги RSI над RF (250 прогонів)

Метрика Тест 
Вілкоксона, 𝒑𝒑

Тест 
Вілкоксона, 

95% ДІ

t-критерій 
Стьюдента, 𝒑𝒑

t-критерій 
Стьюдента, 

95% ДІ

Розмір 
ефекту 𝒅𝒅-

Коена

Δ𝐾𝐾𝐾𝐾 2.06×10⁻³⁸ (<
 0.001)

[0.0528, ∞] 1.20×10⁻³⁹ (<
 0.001)

[0.0610, ∞] 1.41

Δ𝐹𝐹1𝑛𝑛𝑛𝑛𝑛𝑛 3.40×10⁻⁴¹ (<
 0.001)

[0.0653, ∞] 4.63×10⁻⁴⁷ (<
0.001)

[0.0748, ∞] 1.60

Δ𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑙𝑙𝑛𝑛𝑛𝑛𝑛𝑛 1.28×10⁻⁴¹ (<
 0.001)

[0.2222, ∞] 4.49×10⁻⁷⁰ (<
 0.001)

[0.2299, ∞] 2.23

Ключові висновки з отриманих 
результатів:

• Статистична значущість: Усі p-
значення для обох статистичних тестів 

(Вілкоксона та Стьюдента) значно нижчі за 
рівень значущості α =  0.05 (фактично 𝑝𝑝 <
10−38). Це доводить статистично значущу 
перевагу ансамблю RSI над RF. Імовірність 
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того, що цей результат є випадковим збігом, 
фактично нульова.

• Практична значущість: Розмір 
ефекту d-Коена для всіх ключових метрик є 
великим (𝑑𝑑 ≥ 1.41). Отримані значення 
𝑑𝑑 >  1.4 свідчать про те, що різниця між 
RSI та RF є не тільки статистично 
фіксованою, а також обґрунтованою та 
помітною на практиці. Це означає, що 
покращення якості класифікації є суттєвим 
і стабільним, а розподіли результатів двох 
методів мають мале перекриття. Особливо 
важливим є значне покращення Δ𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑙𝑙𝑛𝑛𝑛𝑛𝑛𝑛 
(+24.6%), що вказує на здатність ансамблю 
значно краще виявляти приховані загрози.

5. Обговорення результатів
Отримані результати підтверджують 

ключову гіпотезу дослідження: адаптивна 
інтеграція рішень є ефективним способом 
підвищення надійності та стабільності 
класифікації в умовах, які є традиційно 
складними для окремих ML-моделей.

Додаткова цінність ансамблю-
вання. Той факт, що ансамбль RSI 
статистично значуще перевершив свій 
найкращий окремий компонент (Random 
Forest), доводить, що механізм інтеграції 
збільшує додаткову цінність, яка 
виправдовує підвищену обчислювальну 
складність алгоритму. Ця перевага виникає 
завдяки синергії двох ключових факторів:

• роль гетерогенності та дина-
мічної адаптації: Хоча RF є найкращим у 
середньому, у певних підмножинах даних 
(наприклад, на краях розподілів або при 
специфічних комбінаціях шуму) якісний 
результат можуть демонструвати інші 
моделі (SVM, NB). Адаптивна інтеграція 
(через 𝐾𝐾𝐾𝐾𝐾𝐾-зважування та динамічний 𝐾𝐾𝐾𝐾) 
дозволяє RSI динамічно «нахилятися» до 
тимчасово найкращої моделі, уникнувши 
пастки локального оптимуму одного 
методу. Це забезпечує робастність системи.

• робастність м'якого голосуван-
ня: Зважене м'яке голосування, підкріплене 
уніфікованим калібруванням, забезпечило 
стабільну перевагу над RF в умовах 
обмежених, зашумлених та значно 
незбалансованих наборів даних. Цей підхід 
дозволяє врахувати нюанси розподілу 

ймовірностей, де «впевнені» прогнози 
(наприклад, з імовірністю 0.9) вносять 
суттєво більший вклад у фінальне рішення, 
ніж «граничні» (0.51). Це підтверджує, що 
агрегація ступеня впевненості моделей 
формує більш стійкий вирішальний простір 
і є значно інформативнішою, ніж проста 
мажоритарна агрегація бінарних рішень, 
яка втрачає цю критично важливу мета-
інформацію.

Це підтверджує, що розроблений 
ансамбль не просто усереднює результати, 
а створює адаптивний механізм, який 
мінімізує вплив нестабільності окремих 
моделей і забезпечує вищу надійність 
індикатора в цілому.

6. Висновки
Отримані результати підтвер-

джують, що запропонований алгоритм 
адаптивної ансамблевої інтеграції рішень є 
перспективним підходом для побудови 
індикатора ресурсної безпеки інтересів 
розподіленої організаційної системи:

1. Розроблена методологія успішно 
поєднує зважене м'яке голосування, 
уніфіковане калібрування імовірностей, 
адаптивну композитну метрику якості (𝐾𝐾𝐾𝐾) 
та експертно задані коефіцієнти 
відповідності даним (𝐸𝐸𝐸𝐸𝐸𝐸, 𝐾𝐾𝐾𝐾𝐾𝐾), що 
дозволяє ефективно працювати зі 
складними незбалансованими даними та 
враховувати теоретичну вразливість 
моделей до порушення статистичних 
припущень.

2. Проведений статистичний екс-
перимент показав наявність доменно 
репрезентативних областей даних зі ста-
тистично значущою перевагою ансамблю 
RSI над еталонним класифікатором RF 
(𝑝𝑝 <  0.001), підтвердивши гіпотезу про 
ефективність адаптивного підходу.

3. Розмір ефекту (𝑑𝑑-Коена) під-
твердив практичну значущість переваги 
(𝑑𝑑 >  1.4), довівши, що механізм інтеграції 
створює реальну додаткову цінність.

4. Забезпечення стабільності та 
надійності класифікації робить RSI ефек-
тивним інструментом для застосування у 
сфері національної безпеки та оборонного 
планування, де ціна помилки в бік 
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нехтування ресурсною неблагополучністю 
є критично високою.

5. Реалізація RSI базується на 
сучасному стеку пакетів R (`caret`, `ranger`, 
`e1071`, `class`) з актуальними версіями 
станом на кінець 2025 року, що додатково 
підкріплює відтворюваність результатів і 
відповідність застосованих програмних 
засобів сучасним практикам побудови 
класифікаційних моделей.

Напрямки подальших досліджень. 
Подальші дослідження будуть зосереджені 
на системному аналізі стабільності 
досягнутої якості класифікації (метрика 
𝐾𝐾𝐾𝐾) відносно ключових детермінант 
проблемних даних. Планується викорис-
тання методології Latin Hypercube Sampling 
(LHC) для ефективного покриття багато-
вимірного простору факторних викликів 
(рівня шуму, ступеня дисбалансу, об’єму 
даних) та отримання кількісних оцінок меж 
стабільності алгоритму в ширшому 
діапазоні умов експлуатації, як показано в 
[16].
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Шрифт 15 пт, напівжирний, регістр верхній, вирівнювання по центру.
Анотація: 1800-2100 знаків враховуючи пробіли, не має бути абревіатур. Шрифт 10 пт, 

звичайний. 
Ключові слова: не більше 10 слів, не містить абревіатур, подаються в називному 

відмінку, розділені комами. Шрифт 10 пт, звичайний.
УВАГА!
Автори, заголовок статті, анотація і ключові слова зазначаються ДВІЧІ: 

українською і англійською мовами. Спочатку мовою статті, потім іншою мовою.
2. Нижній колонтитул (тільки для першої сторінки) включає стандартну 

інформацію Copyright: перший рядок – прізвища авторів, рік; другий рядок – номер 
ISSN, назва журналу, рік, номер випуску. 

3. Заголовок 2 (назва розділу): шрифт 14 пт, напівжирний; абзац із центральним 
вирівнюванням, без переносів. Заголовки нижчого рівня (пункти і т.п.) у 
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самостійний абзац не виділяються і проходять першим реченням текстового абзацу, 
шрифт 12 пт, напівжирний.

4. Формули створюються в редакторі Microsoft Equation 3.0 або MathType. Формули, 
на які є посилання в тексті, повинні мати наскрізну нумерацію. Номер формули 
друкується в круглих дужках біля краю правого поля. Розмір основного шрифту 
редактора формул – 12 пт. Розміри символів у формулах: звичайний –
12 пт, великий індекс – 9 пт, дрібний індекс – 7 пт, великий символ – 18 пт, 
дрібний символ – 11 пт. Не допускається масштабування формульних об’єктів.
Великі формули мають бути розбиті на декілька рядків.

Наприклад:

,
cos 


 Vcz

TwT
a
vT

a
u

t
T

=



+



+



+



 (1) 

де   – довгота,   – широта, z  – висота над рівнем моря, ( )wvuV ,,= , a  – радіус Землі,   – 
швидкість добового обертання Землі, ( )zf FFFF ,, = . 

5. Рисунки мають бути створені вбудованим редактором Word Picture або 
експортовані з прикладних програм Windows у графічних форматах (bmp, pcx, gif, 
jpg або tif). Рисунки розташовуються по центру. Нумерація рисунків здійснюється 
відповідно до порядку згадування у тексті. Нумеровані підписи розміщуються під 
рисунком з позначенням "Рис. ", далі вказується номер рисунка і текст підпису.

6. Таблиці мають бути підготовлені стандартним вбудованим в Word інструментарієм 
"Таблиця". Таблиці нумеруються за порядком згадування. На номер таблиці мають
бути посилання в тексті. Номер таблиці вказується в окремому рядку з 
вирівнюванням по правій стороні (наприклад: "Таблиця 1"). Назви таблиць 
розміщуються над таблицею з вирівнюванням по центру. Мінімальний розмір 
шрифту в таблицях – 11 пт.

При посиланні на формулу, рисунок, таблицю або літературне джерело, 
використовуйте наступні позначення відповідно: (1), (1, 2); Рис.1, Рис.1, 2; Табл.1., Табл.1, 2; 
[1], [1, 2].

7. Основний текст статті має такі необхідні елементи: 
− постановка проблеми в загальному вигляді і її зв'язок з важливими науковими або 

практичними завданнями;
− аналіз останніх досліджень і публікацій, у яких розпочато рішення даної проблеми 

і на які спирається автор, виділення невирішених раніше частин загальної проблеми, яким 
присвячується дана стаття;

− формулювання цілей статті (постановка задачі);
− виклад основного матеріалу дослідження з повним обґрунтуванням отриманих 

наукових результатів;
− висновки з даного дослідження і перспективи подальших розробок у даному 

напрямку;
− подяка (за наявності такої).
Застосований у статті маркований список (наведений вище) має наступні параметри: 

маркер має відступ 1,25 см, текст для першого рядка – 1,9 см. Аналогічні відступи слід 
підтримувати і для нумерованого списку.

8. Література: єдиний нумерований список джерел згідно ДСТУ 8302:2015 від 
01.07.2016 р., шрифт 11 пт, відступ: спеціальний, навислий, 0,63 см.

9. References: література англійською мовою подається як список використовуваних 
джерел згідно Harvard Style. Джерела з заголовками на латиниці наводяться без 
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перекладу. Для літератури джерел на мовах, що не використовують латинський 
алфавіт, необхідно забезпечити переведення назв джерел і вказати після них у 
дужках мову оригіналу. Прізвища та ініціали авторів, слід транслітерувати за 
правилами як для закордонного паспорта. 

Література, що надана другою мовою не враховується при підрахунку кількості 
сторінок статті. У випадках, коли список джерел включає джерела тільки однією мовою, він 
подається один раз.

10. Дата надходження статті позначається редакцією цифрами окремим рядком 
після слова «Одержано:»/”Received:”.

11. Дата надходження внутрішньої рецензії позначається редакцією цифрами 
окремим рядком після слів «Внутрішня рецензія отримана»/”Internal review
received:”.

12. Дата надходження зовнішньої рецензії позначається редакцією цифрами окремим 
рядком після слів «Зовнішня рецензія отримана:»/” External review received:”.

Відомості про рецензентів конкретної статті не розголошуються для підвищення 
об’єктивності рецензування.

13. Дані про авторів: мають починатися рядком “Про авторів:”, напівжирний курсив. 
Далі вказуються для кожного з авторів ПІБ повністю, вчений ступінь, наукове 
звання, посада, обов’язково номер ORCID (сайт ORCID http://orcid.org/). Особисті 
телефони та електронні пошти авторів вказуються тут тільки, якщо автор хоче, щоб 
вони були опубліковані в журналі. 

Перелік авторів подається під номерами (надстроковим шрифтом), що відповідають 
нумерації місць роботи, де вони працюють (надстроковим шрифтом).

14. Дані про місце роботи авторів: починаються рядком “Місце роботи авторів:”, 
напівжирний курсив. Далі вказуються місце роботи, телефон, електронна пошта,
веб-сайт.

15. Обов’язково вказати мобільний телефон і е-mail відповідального виконавця для 
роботи з редактором при підготовці статті до друку. Ця інформація не публікується 
і призначена виключно для контакту редактора з авторами.

Для полегшення підготовки статей, що задовольняють вищенаведеним вимогам, 
редакція журналу розробила файл шаблону статті “shablon.dot”, який можуть 
використовувати автори.

 


